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Abstract

The aim of this paper is to discuss the "FramewforkM&S with Agents"”
(FMSA) proposed by Zeigleret al (2000, 2008) in regard to the diverse
epistemological aims of agent simulations in sostaénces. We first show that there
surely are great similitudes, hence that the ainertmlate a universal "automated
modeler agent" opens new ways of interactions batwibese two domains of M&S
with agents. E.g., it can be shown that the maltel conception at the core of the
FMSA is similar in both contexts: notions of “legsebf system specification”,
“behavior of models”, “simulator” and “endomorphi@gents” can be partially
translated in the terms linked to the “denotatioh@rarchy” (DH) and recently
introduced in a multi-level centered epistemolody M&S. Second, we suggest
considering the question of “credibility” of agdvi&S in social sciences when we do
not try to emulate but only to simulate target eys. Whereas a stringent and
standardized treatment of the heterogeneous integfations (in the DH) between
systems of formalisms is the key problem and tlsersal challenge in the scope of
Agent M&S driven engineering, it is urgent too tideess the problem of the external
relations (and of the external validity, hencelwf epistemic power and credibility) of
such levels of formalisms in the specific domaifiagent M&S in social sciences,
especially when we intend to introduce the conceptivity tracking.

Keywords: modeling, simulation, emulation, agent, framewofkM&S with agents,
social sciences, epistemology, credibility of madeenotational hierarchy

Introduction:

Recent trends in the sciences of complex systdnteg(ative biology,
cognitive economics, computational sociology, estyw the spreading of complex
multi-level systems of models and simulations (Viae= 2009). Due to multiple
imbrications of types of symbols and of types ahpatations, the epistemic status of
such complex simulations is most of the time profaéc. New questions arise: for
which reason, according to which criteria, can wexide that a given complex
computer simulation is only a calculus of a modela conceptual exploration, or a
credible world or a virtual experiment (Sugden 2@0R is probable that this status is
not decidable only by looking at the types of tlsedi models nor by looking at the
type of simulator - or computational template -stdke (Phan & Varenne 2008).



Facing some similar considerations on the incrgasiomplexity of simulations,
Winsberg (2008) claims that we have to adopt ardtdatialist epistemology: i.e., we
ultimately have to defer to the beliefs of the mledeand to his expertise in his
domain in order to find and legitimate the epistestatus of each complex computer
simulation (CS).

Although it surely is a cautious strategy to defespecialists of the domain
when modeling, this strategy is not systematicaltyking when you have to work
with many different disciplinest the same timgsuch as sociology, psychology,
ecology and economics, as you can see now in sam®lex multi-level and
multidisciplinary CS). Here, the problem relies tire diversity of regional - i.e.
disciplinary - epistemologies of models and sinialzs. The problem is exactly this
one: it does not suffice to have a common framewanki ontology for your
formalisms to have the possibility to find an agneat between the epistemological
standpoints and commitments of various speciatistshe epistemic status of the
complex CS in question. Even when a meta-aspegqtot of view is available
(thanks to the availability of a common ontologydu cannot be sure that a common
epistemological standpoint will automatically arif®m this common ontology.
Having a common - minimal - ontology does not gatga that you will have a
common - even minimal - epistemology. Both are édygndependent. Hence, the
guestion can be asked: if you adopt a defererttiafiistemology to evaluate the
epistemic status of a complex multidisciplinary @#jch specialist will you have to
defer to? Undoubtedly, the need for some new epsiggical reflections reappears
in this context of complex multimodeling and CS.

The first thing we can say is that the origin of ifficulty lies in the fact
that the problem of the validation of models andwsations is not only a problem of
internal validity between types of systems, nor only a problerax¢érnal validityof
formalisms in regard to data. It is a mix of thetw

According to Guala (2003),

“The result of an experiment E is internally validhe experimenter
attributes the production of an effect B to a fa¢twr set of factors) A, and A
really is the (or a) cause of B in E. Furthermadtds externally valid if A
causes B not only in E, but also in a set of ottimumstances of interest, F,
G, H, etc.”

[...]

“Whereas internal validity is fundamentally a prl of identifying
causal relations, external validity involves areigice to the robustness of a
causal relation outside the narrow circumstancesghich it was observed and
established in the first instance”

In fact, in complex CS, there is a tremendous natveen the questions of
external validity and the questions of internalidia}. This is the reason why a
deferentialist epistemology is partly right: implenters have to beware of the
importance of that deference to experts of the dosna evaluate the epistemic status
of their models & CS. But this is the reason whig tepistemological strategy does
not suffice either.



The aim of this paper is to introduce conceptuatinitions between the
notions of model, simulation and emulation in rielatto a hierarchical presentation
of symbols so as to provide conceptual tools failifating the elucidation of this
problem. In particular, by using the recent disémating and referentialist
interpretation of models and complex CS (Phan &eviae 2008) based on the
concept of denotational hierarchy between symbBlsofiman 1981), we will show
that it is possible to reinterpret some conceptoals of the Framework for M&S
(FMS) described in (Zeigleat al 1999).

Accordingly, we will address the problem of the ception of a universal
“automated modeler agent” (Zeiglet al. 2008) by introducing a distinction between
an emulation and a simulation. From this viewpoamhulation will appear as a kind
of simulation, not the only one. This generalizinterpretation enables to explain the
partial connections between the interdisciplinamggtion of the epistemic statuses of
complex agent models and simulations, especiallgoirial sciences, and the project
of emulating a universal automated modeler agetitarcontext of the FMS.

1. A referentialist epistemology of levels of symhi®

Let's first remind what we recently proposed tol @alreferentialist and multi-level
centered epistemology of complex M&S” (Phan & Varer2008).

1.1 A definition of “Model”

Following Hill (2000), we first propose to baseshipen epistemology on the large
definition of a model first given by Minsky (1965).

“To an observer B, an object A* is a model of afjeabA to the extent that B
can use A* to answer questions that interest hioua”

Note that this large definition is not large enoughake into account the non
epistemic roles of models, i.e. those roles that @ot primarily devoted to the
acquisition of a specific knowledge (but to thewsiion of some know-how or some
agreement). As noted by (Yilmat al 2006), models can be used in other contexts
and for other purposes: training or entertainmmtinstance.

Nonetheless, as far as epistemic dimensions of made simulations are
central both to the community working with modefs the sciences of complex
systems and to the community working with the systieeory approach, and as far as
these communities meet on this specific role of elmdwe can consider that this
definition remains valid for our specific concern.

This pragmatic definition of epistemic models iteiesting because it gathers
three important features:



1- An object has not to be a representation to be dem@ model is not
always a symbol or a system of symbols referringsdmething really
subsisting. Here, | will take the term “symbol” dsnoting any referring
entity and the term “symbolization” as denoting aejation of referring
or “standing for” (Goodman 1981).

2- Although a model is not always representationahaalel is not in itself a
model. The property to be a model is pragmaticddifined here because,
according to Minsky, an object becomes a model orfign related to an
investigator and to a specific and contextualizedestigation of this
investigator. So, it is relatively to this investtgpn that an object becomes
a model.

3- Nevertheless, a model is still characterized as'anject” by Minsky.
Note that this does not imply that a model is nsaBly a concrete and
material object, of course. It can be an equatiomro algorithm. But a
model remains an “object” to the extent that it ggsses aontological
independencyit is an independent entity in itself. It is raly a property
of an autonomous entity. This “objectivity” of theodel is what interests
us mostly because it is what justifies the redioecbf the questioning
towards the model. As an independent entity, a mquesents an
autonomous behavior which can be investigatedsedfit

This is the reason why most scientific models todag formal constructs
possessing a kind of unity, formal homogeneity asichplicity. These unity,
simplicity and homogeneity are chosen so as tafgadi specific request (prediction,
explanation, communication, decision, etc.).

Given all these listed features, the main functidra model appears more
clearly: it is to facilitate the answering of sontgiestions regarding a given
investigated object.

1.2. Systems and Models

From this viewpoint, models can be seen as “systémos in the sense given by (Klir
& Elias 1985). According to these authors, a sysitera “set of somé¢hingsand a
relation among the things”, i.e. an ordered pair S = (AWREre A denotes the set of
relevant things and R denotes a relation among .thdimand Elias state that “the
term ‘relation’ is used here in a broad sense twmpass the whole set of kindred
terms such as ‘constraint’, ‘structure’, ‘inforn@ti, ‘organization’, ‘cohesion’,
‘interaction’, ‘coupling’, ‘linkage’, ‘interconnedn’, ‘dependence’, ‘correlation’,
‘pattern’ and the like”. From this system theorgwpoint, the simplicity which is
sought for in every model lies essentially in thréqueness of the type of relatiah
stake in the system-model.

In their book, Klir & Elias choose explicitly to éois on theypes of relations
and not on théypes of the related thingBy frankly choosing this basic approach for



their subsequent conceptions of systems and thirrelations, they aim at freeing
them from any interpretation, i.e. from any depem#eto a particular scientific
discipline or specialization. Accordingly, they thef a “general system” as an
“interpretation-free system chosen to representlasscof systems equivalent
(isomorphic) with respect to some relational aspéitat are pragmatically relevant”.
According to them, it follows that the entire priaetof designing and processing
models can be classified in the settbéoretically — i.e. not empirically - based
activities(Klir & Elias 1985).

But this conclusion is problematic when we seétalliterature which on the
contrary has taken seriously into account the dogdimature of modeling and,
especially, of simulatioAslin fact, it appears that the system theory apprad M&S
is not always fine-grained enough for the caseahpmlex simulations and for the
analysis of the epistemic roles of simulations. Baonv is it possible to characterize a
simulation today?

1.3. Simulations

Before the computer era, a simulation was defireed &ind of model. The
simulation of a volcano’s eruption through chemio@dctions in a classroom was
seen as phenomenologicahodel. That is, a simulation was a model that regmés
and mimics only théehavior(the performance) and not the functiostlictureof a
real volcano.

In the 1940’s, with the arrival of the first digitaomputers in nuclear
physics, a numerical calculation of an intractatlathematical model was called a
“simulation”; first because analog computers wdreaaly called simulators (analog
computers were mimicking the target system onlpugh their measurable behavior
but not through their physical/structural functiog), and second because a step-by-
step discrete processing of symbols could be int¢éed as a “behaviorist” - and not
structuralist - processing of a formal model atiaro-level.

This common emphasis on the “behavior” can be neizeg too in the
characterization of a “simulator” by (Zeigleat al. 2000): “A simulator is any
computation system [...] capable of executing a mealgenerate its behavior”. But
a simulator is not a simulation. | will come backthis topic later.

Because most CSs were initially founded on the gssing of a unique
formal model, many papers characterize a computaulation as a calculus of
model. Simulation is presented as a kind of secortér modeling, a temporal
modeling of a model. Scholars, especially in phgisicomputer science and
engineering sciences, are often used to say tteitrialation is a model in time”.

According to (Hill 1996),

“Simulation is carried out by causing an abstractad a real system (the
action model) to evolve in real time in order tsiasthe understanding of the

1 See for instance: (Varenne 2001)(Maki 2002)(Guald)(@uala 2003)(Peck 2004)(Guala
2008)(Humphreys 2004)(Varenne 2007)(Pkaal 2007)(Winsberg 2008).



functioning and behavior of this system and to usidad certain of its dynamic
characteristics, and with the aim of evaluatingedént decisions.”

Following this broadly accepted characterizatiodarfmann 1996) states
that:

“Simulations are closely related to dynamic modefsg. models with
assumptions about the time-evolution of the system]More concretely, a
simulation results when the equations of the urwiegl dynamic model are
solved. This model is designed to imitate the tewelution of a real system. To
put it another way, a simulation imitates a prodgsanother process”.

For Parker (forthcoming work quoted by (Winsber@&)), a simulation is:

“A time-ordered sequence of states that serves r@prasentation of some
other time-ordered sequence of states ; at eactt pothe former sequence, the
simulating system’s having certain properties repnés the target system'’s
having certain properties.”

However, as noted by (Phan & Varenne 2008), itisatways true that the
dynamic aspect of a simulation imitates the tempaspect of the target system.
Sometimes, a simulation imitates neither the dycaaspect of the model nor the
temporal aspect of the target system.

In the case of a rule-based CS, or in the casehat i8 often called a “model
of simulation”, a simulation of the model cannotitaite the dynamic aspect of the
model because it is the simulation itself whichithe dynamic aspect of the model,
and nothing else. Moreover, in the case of a ralged CS specifically designed to
produce only a final picture of a complex dynamigeat (such as a botanical plant)
through a computational trajectory which is not necking the real trajectory of the
real system, the simulation is neither mimicking dgnamic model nor the temporal
aspect of the target system. For instance, it ssipte to simulate the growth of a
botanical plant sequentially and branch by braticfo(igh a non-mimetic trajectory)
and not through a realistic parallelism, i.e. bergdy burgeon (through a mimetic
trajectory), and to obtain the same resulting anithking final image (see the case of
the AMAPsim software presented in (Varenne 2007)).

Therefore | have proposed to distinguish betwees @Wich aremimetic in
their resultsfrom CSs which arenimetic in their trajectoryBut of course, there exist
CSs which are mimetic neither in their results motheir trajectory. Such CSs are
simulations only in that they are the calculatidrad'model of simulation” and not
because they are simulations of any target sysbeni ¢eal or fictional).

For all these reasons, it seems no more relevase¢oall simulations as
“models in time”. It is due to the fact that theanéng and the reference of the term
“time” are problematic here. It is even more praofégic than usually thought (when
the sole distinction drawn is between the real tand the time of the simulation) in
that the meaning of “time” depends itself of thadiof similitude we want for this
simulation.



Through that, we understand too that the term sitrari may either denote a
simulation of a modedr asimulation of an external target system with thiplof a
model or a set of modelsn the former case, simulation remains an angilla
instrument for the model: the limited role of a slation of model is to help the
model generating some data that reveal the imphiehavior of the model. In the
latter case, on the contrary, the model tends ¢ofne an ancillary instrument for the
simulation of an external target system. So, toutate through a model is not
necessary to simulagemodel, unless the term “simulation” changes its mireg in
the same sentence.

Another problem with the traditional definition af CS is that more and
more simulations usesets or systems of modelastead of a unique and
monoformalizedmodel Hence, it appears necessary to characterize gutem
simulationapart from a central reference to a uniqgue mo&sen from the viewpoint
of the mathematical system theory, and particulbdgause of its property ofosure
under compositionthis point can surely be overcome. In fact, thisne of the most
powerful and interesting properties of the DEVS rapph in M&S: a system of
model is always assumed to be a model itself. Becanati 2008), who is working
on computer simulations of hybrid reasoning, hasashthat it is not necessary to
have a formalized metalanguage to enable computéalleractions between
ontologies. In this context, some iconic aspecbwtfologies (e.g.: the form of the
basis symbols) are used to bypass the recoursg/tglabal metalanguage.

So, because questions on the kinds of “similitu@eid “iconicity” of
symbols at stake in a CS seem to persist and evemerge (e.qg. if we want to clarify
the meaning of “time” in this context, or if we wato determine whether a CS
simulatesa modelor an external target systeror if we want to decide whether the
simulation is aunique model in timer not), | suggest characterizing simulation apart
from the notion of model. As a consequence, thepteal dimension of simulations
itself will appear as an iconic aspect among otireeny simulation: as we have seen,
temporality can be defined through iconicity, blé tconverse is not true. So, the
general term ofymbolization(“denoting all cases of standing fof{Goodman 1981)
and itself implied by the notion of iconicity) seerto be a more fundamental term
than “time” or “behavior” as far as a characteii@atof simulation - even of CS - is
concerned.

1.4. A characterization of simulations

Two caveats: First, | will give a characterizati@md not a definition of a simulation:
i.e., it is possible to find processes which cobél characterized that way without
being properly considered as simulations. But naynelis that any simulation can be
described this way. Second, note that this chaiaat®n refers neither to an
absolute similitude (be it formal or material) nimra unique dynamical model

Generally and minimally speaking, a simulation ¢encharacterized as
strategy of symbolization taking the form of atskeane step by step treatmefmhis
step by step treatment takes time. But the reairulation time it takes does not
necessary denote nor imitate a period of time wdrefiftom the model viewpoint or



from the target system one. This step by steprireat proceeds at leasttino major
phases

1- 1% phase gperative phase a certain amount of operations running on
symbolic entities (taken as such) which are suppbdsedenoteeither
real or fictional entities, reified rules, globdlgnomena, etc.

2- 2" phase gbservational phage an observation or a measure or any
mathematical or computationaé-use (e.g., in a CS, the simulated
“data” taken as input data for a model or anotlukation, etc.) of the
result of this amount of operatioteken as giverthrough a visualizing
display or a statistical treatment or any kind ateenal or internal
evaluations.

For instance, in an analog simulation, some materighysical properties
are taken as symbolically denoting other mateniaploysical properties (be they of
the same kind or not).

More specifically, aCS (computer simulation) is a simulation for whigh
delegate (at least) the first phase of the stepthp treatment of symbolization to a
digital and programmable computer.

In particular, a CS is a “calculus of a model” omaodel in time” when the
symbolic entities which are operated upon during thperative phase can be
presented (i.e. rewritten without informationaldpss a unique and formal construct
possessing a kind of unity, formal homogeneity simaplicity. Seen from our larger
characterization of simulations, it is not neceis#ne case.

But there is one property of simulations which agpehrough this focus on
symbolization: the changing of levels of symbolsiiy the process. It is precisely on
this point that we can fruitfully reconnect witretkramework for M&S.

1.5. Subsymbols and Iconicity in Simulations

In (Phan & Varenne 2008), we suggested considetirgchangingsymbolhoodof
symbols at stake in any strategy of simulatiorfalrt, during the observational phase,
marks which were first treated as genuine symb@lsas denoting entities, are finally
treated assub-symbolsso, they are treated at another level at the tbeg first
operated. At the end of process, it is the reshdeoved which gains a proper and new
symbolic nature. And this is relatively to this newmbol or system of symbols that
the first symbols become sub-symbols. Let's rentimat, according to (Smolensky
1988), subsymbols operate in a connectionist ndtvaira lower level than the
symbols. As such, they can be seen as constitughtsymbols. Subsymbols
“participate in numerical — not symbolic — compigat: the kinds of operation on
symbols (computations) are not the same at eaeh lkevour context of reflections on
simulations, it is not necessary to adopt the seationnexionist viewpoint of
Smolensky to borrow him this term. Berkeley (20R2008), for instance, has shown



that the subsymbols of Smolensky can be interpreteggard to a larger range of
levels and from a relativistic point of view.

In view of that, in the particular context of thérasegy of a kind of
symbolization which is specific for a simulationewan say that some symbols are
subsymbolsrelatively to the final symbol resulting from the second pghas
Consequently, sub-symbolhood appears as a keyéeaftany simulation. But - what
is most salient - subsymbolhood appears as a afmguagid relativistic - not definitive
nor absolute - property of a symbol used in a sitih, during the simulation.

Through that, we can see that our characterizatigimulation leads us to
similar considerations as the ones presented bglededt al (2000) (chapter 1):
simulation is a question of levels of symbols. Bigt,it necessarily or always a
guestion of levels of systems - or even languagssctly speaking? My suggestion
can be now a little more substantiated and antieghbacharacterizing a simulation as a
relation between levels of systems is a particcdee of characterizing it more largely
as a relation between types of symbols throughvengstep by step treatment. In the
former case, we have exact or approximate emulatioriew (where emulation is
defined as a particular case of simulation, as \lesee). In the latter, we have the
more general case of simulation in view.

First, let's clarify a bit the notion of iconicitgnd the correlative notion of
subsymbolhood. In the 1960’s, it was sometimes gaadl simulations were “iconic
modeling” (Frey 1961): it was to be understoodha sense oiconicity images can
have l.e. simulations were seen to use the same irdlas - physical features that
the ones possessed by the target system they wldréot symbolize. The linguist
Olga Fischer (1996) defines iconicity as “a natueslemblance or analogy between a
form of a sign [...] and the object or concept itemsfto in the world or rather in our
perception of the world”. But she insists on thet filnatnot all iconicities are imagic
There arediagrammatic iconicitiesFor instance, there are relations of symbolizatio
where the direct likeness between a signifier andigmified (such as in the
onomatopoeia “miaow” for “sound made by cat”) issging: “instead there exists an
iconic link between the horizontal relations on tlegel of the signifier and the
horizontal relations on the level of the signifig@anny & Fischer, 1999). It is the
case in the sentence “veni, vidi, vici” where ittlse order of events which is
iconically denoted through the ordering of the werBut not all diagrammatic
iconicity remains structural as is this last ortecan be much more indirect in that it
can stem from theemantics of the language in u3&ere arssemantic diagrammatic
iconicities (ibid.). This is this apparently paradoxical iredition of iconicity which is
often used in the creation of metaphors.

That is the reason why Fischer (1996) states tha&tanic semiotic relation
is first of allrelative to the standpoint of the observer-speak@rpreter From these
considerations, it follows what is the most impottés the property of an iconic
relation to be relatively to a given language or vision of the ldor less dependent
of this languagelf we follow such a post-structuralist linguistjdconity is no more
univocally defined in terms of a superficial andplausible absolute resemblance
between things and signs nor by an absolute honmamsin between pre-defined and
pre-structured systems (tbgstenof signs, on the one hand, and #ystenof things
taken in a slice of the reality, on the other). Runicity is more largely and more
fundamentally defined in terms mfdependence from a given language



Hence, if we want to focus on the epistemic poweramplex simulations,
the choice is no more only between interpretingsita purenaterial analogyor as a
pureformal analogy The situation now is much more complicated.

But let's determine further these relational praejesr of iconicity and
subsymbolhood:

- We'll say now that a symbol imore iconicthan another symbdah regard to a
given languagein which it is inserted and used when its functioh
symbolization (its denotational power) is less dejant from theonventional
rules of this given language.

- Correlatively, we'll say that a symbol S2 can beiipreted as aubsymbol of
another symbo$1in regard to a given languagt:
1) S2is more iconic than S1 in regard to this giverguage ;
2) There exists a computational operation (a step tbp speration on
symbols characterized by a weatmbinatorial poweron S2 and other
symbols of the same level which can produce a sywoitthe type S1.

It could be objected that this step by step opanatin elementary symbols is
precisely of a conventional nature and that iagssuch, just as any other convention-
based linguistic rules. The answer here would letivéstic too: this is a matter of
degree. When we use iterated computations insteadsophisticated intrications of
grammars (i.e. when we use a computerized manadeoaiesymbols instead of
speaking or thinking), we have access to symbaismaich only rules with weak
combinatorial powegare available.

More precisely, we can define:

1) Thecombinatorial powerof a level of symbols as the measure of the
variety (i.e. the number of different types) of combinatioand
operations on symbols which are available at thisrglevel. In a CS,
the weakness of the combinatorial power is comgedday the number
of reiterated elementary computations.

2) The degree of iconicityas the (relative) measure of the degree of
independency of the denotational power of a lefalymnbols relatively
to the conventional rules of a neighboring leveswibols or language.

In a denotational hierarchywe observe that thdegree of combinatorial
power of a level of symbols tends to be inversely préipoal to thedegree of
iconicity regarding the neighboring level.
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In figure 1, | represent the notion of the denaotadi hierarchy of (Goodman
1981). Then, | draw a parallel between the hieramhlevels of symbols in such a
hierarchy and the similar hierarchies in numerisiahulations and in agent-based
simulations. The relation of subsymbolization cam ibterpreted in terms of an
exemplification whereas the relation of denotatiam be interpreted in terms of an
approximate description.

1.6 Simulations of Models and Simulations of Targebystems

From what has been said, one can explain why tine $énulation can have different
meanings in the technical literature. According(€@ren 2005) & (Yilmazet al
2006), for instance, “simulation has two differeneanings: (a) imitation and (b)
goal-directed experimentation with dynamic models”this section, we will show to
what extent our conceptual analyses confirm anda@xfurther this matter of fact.

It has been said earlier that the term simulatioay either denote a
simulation of a modedr asimulation of an external target system with thiplof a
model or a set of model§he characterization just given can help us enpilae
things further.

First. We are right to say that a computer simatatis a “simulation of a
model” when its specific strategy of subsymbolizatiessentially is taken as a
strategy ofsubsymbolizinghe dynamic of the model. From this viewpointapde of
time taken in the dynamic of the modeliégsnically denotedby a lapse of time of
computation in the CS. An iconic semiotic relattakes place here becawstapse of
time is denoted through another lapse of tinfdnis iconic relation is not an
“imitation” in the proper sense, but it is what péis to characterize the second
meaning of “simulation” - according to (Yilmaet al 2006) - as a kind of
experimentation. So, temporal iconic representatioindynamics of models such as



“simulations of models” can be specifically chaemizted as “models in time” too.
But this particular denotation of an aspect of gl model cannot be found in all
simulations. So, it cannot be generalized. The veslbgnized fact that many CSs can
be seen as “models in time” is more a regional @quence of the prevailing classical
use of a certain kind of subsymbolization basedaoriconic representation of time
than the contrary. l.e.: this is not the fact thagiven CS is a model in time which
entails the presence of a kind of subsymbolizinthis CS, but the contrary. Surely, a
minimal CS is often based orsabsymbolizingf the dynamic of a given model. But
a CS has not necessarily to denote iconically ine elapsed in a dynamic of its
related model or models or system of models to sienalation.
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Figure2 : A computer simulation seen as a simulatioof model
Legend: M: Model ; Mtti: subsymbolization of the dynamic of the model
betweendand i.

Second. A CS can be called a simulation for anatb@son: it can be seen as
a direct simulation of an external target systanmd not as a simulation of model.
Here, we find what (Yilmazet al. 2006) call the first meaning of simulation:
imitation. In this case, it is implicitly assumdtht symbols at stake in the simulations
are entering in some direct iconic relations to e@xternal properties of the external
target objects.

From this viewpoint, contrary to what prevailedtlie first case, lateral and
external relations between symbols and targetiestitr target symbols or labels have
to be taken into account.
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In figure 3, besides the internal relation of subbgplhood between a symbol
of the generic agent and the symbols of specifientgy theexternal denotational
relationsbetween these symbols and the target objectdhéyereal or constructed or
fictional) are represented.

These external relations of denotation can be sseonic or as symbolic
too. But this is not with the same meanings asaes introduced in the previous
case.

For instance, in figure 3, the target objeﬂ'fsare denoted b through a
symbolic external denotatiohis external denotation is symbolic becauseoitsy

through the intermediary symbA of which denotational properties are based on
conventional rules (linguistic and social ruleshegt same time).

On the contrary, the target obje§> is denoted b through aniconic
external denotatiorbecause no such conventional intermediary is sacgswe can
see iconicity in this case (i.e. a weak dependémedy language convention) in that
there is a one by one connection between the $paginbol and the specific target
object.

Because this iconicity is decided in regardatoy or to a great number of
languages or systems of symbols, it can be salx tanabsolute iconicity This is a
great difference with theénternal iconicity we presented first, which serves to
characterize any simulation and which always rema@iative to a given level of
symbols or language. In fact, the latter takes elac the relations of simulation
within a denotational hierarchy of levels of symfjolvhereas the former denotes



symbols or entities which may but have not to bglém any explicit denotational

hierarchy. Externally denoted entities or symbdisniselves have not to belong to
any hierarchy (nor to the same hierarchy as theobrtbe simulation) to be denoted
from a kind of symbol belonging to a model & sintida-oriented denotational

hierarchy.

As a consequence, neither simple matching nor tdparllelism between
the M&S-oriented DH and any real (or eventually semsual) hierarchy relevant for
the target objects is necessary. Another way tm ¢his is to say that it is not
necessary for the denotated target objects to farsystemto be simulated in a
complex CS.

In the next section, | will remind some of the kdgas of the Framework for
M&S. Afterwards | will show how to interpret thisrception of M&S with the help
of the concepts recently introduced. Particuldrlyill suggest seeing the FMSA as a
specific conception of the practice of M&S with atein that it is based on the
relatively strong hypothesis that an integratiosaiesystenof target objectswithin
thedenotational hierarchys always possible and/or relevant.

2. System Theory and Framework for M&S

From the standpoint of the theory of systems, tloegss of modeling and simulation
and its variant can be interpreted in terms ofti@ba not only between symbols and
groups of target entities, nor even between lewélsymbols, but always between
levels of system specificationss a consequence, the system of target objectse(mo
briefly thetarget systein- or observation frame is situated in an integrategstem-
denotational hierarchyit takes place at the level O of this hierarchy.

2.1. The hierarchy of the epistemological types afystems

As noted by (Zeigleet al 2000), the hierarchy dévels of system specificationse.
of “levels at which dynamic input/output systems candéscribed, known, or
specified ranging from behavioral to structurgZeigler et al 2008) - is very similar
to the hierarchy of epistemological types of syst@wcording to George Klir.

In 1985, after having defined the notion of systeme above), Klir gave a
taxonomy and hierarchy ejpistemological types of systeris hierarchy is derived
from the working of 3 primitive notions: “arnnvestigator (observer) and his
environment, an investigated (observedbject and its environment, and an
interaction between the investigator and object” (Klir & EIli&985). Each type of
system in the hierarchy is determined by the kihitheestigation at stake.



At level 0 are what Kilir callsource systems.e. systemswhich are the
“sources of empirical data regarding specific htttés of investigated objects”.
According to Kilir, “systems on different higher sf@mological levels are
distinguished from each other by the level of krexigle regarding the variables of the
associated source system”. From this viewpointseethat right from the start, target
objects and correlated empirical data are pre-stred in asystemThis is the main
reason why this level O can be integrated in trerall/system hierarchy.

At level 1, aredata systemsi.e. systems which provide the knowledge of
actual statesof the basic variables within the defined supmat At level 2, there
exists “an overall support-invariant relation amotite basic variables of the
corresponding source system”. This relation dessritan overall process by which
suites of the basic variables are generated witiensupport set”. Such systems are
called generative system#t level 3, systems are callestructure systemsEach
structure system is defined in terms of a set ofegative systems or lower systems.
These subsystems of structure systeminteract in some way (e.g. they share
variables...). After the level 4, the system bedmbave the possibility to change its
inner relation. At level 4, specifically, the cheterization of the changes is itself
support-invariant: such systems are calledetasystems At level 5, the
characterization of the change can change too fdoupto a support-invariant higher
level characterization”. Such systems are caleeta-metasystemd-inally, Klir
claims thatmetasystems of higher ordean be defined. From this viewpoint, note
that a source system is included in each of thadmidevel systems: the hierarchy
functions as a scale of embedded systems.

2.2. Hierarchy of System Specifications

Similarly, as recalled in (Zeiglat al 2008), in the hierarchy afystem specifications
the systems at level O provide only amput and output interfaceLevels 1 (I/O
behaviour) and 2 (I/O function) of this hierarchyrrespond to Klir's level 1data
systemsIn particular, systems of level 1 provide inputfiut pairs whereas systems
of level 2 supplement these pairs by the knowledan initial state Systems of
level 3 specify further atate transition In that, they correspond to tlyenerative
systemsn Kilir's hierarchy (Klir's level 2). Finallycoupled component systefiasm
the level 4 of the hierarchy of system specifiaagioThey correspond tstructure
systemsn Klir's hierarchy (level 3). Note that, on therdrary to Klir's hierarchy, the
hierarchy ofsystem specificatiordoes not explicitly take into account the posgibil
for the state transition to change. So there appmarhigher levels ofsystem
specificationthan the one corresponding to the fixed structystems of Klir.

According to (Zeigleet al 2000), thecentral ideaof the hierarchy of Klir -
which also applies to theystem specifications hierarchys that “when we move to a
lower level, we don't generate any really new kredge - we are only making
explicit what is implicit in the descriptions waehdy have”.

Hence, due to the unique hierarchization and toinkegration of all the
target objects within the same hierarchy, a chaofjdevel can be seen as an
explicitation of what is already there, but implicAs a consequence, simulation



cannot appear as anything else thainaulation of modehs we defined it above (a
set of target objectbeing always seen assgstem-modgl As underlined by (Zeigler
et al. 2000), “in the M&S context, one major form of ssis analysis is computer
simulationwhich generates data under the instructions praditly a modél (my
emphasis). The authors object themselves that “cmeld argue that making
something explicit can lead to insight, or underdtag, which is a form of new
knowledge”. But they answer that “Klir is not cothaiing this kind of subjective (or
modeller-dependent) knowledge”. Indeed, they catelihat “although no knowledge
(in Klir's sense) is generated, interesting prapsrmay come to light of which we
were not aware before the analysis”.

On the contrary, when we climb up the hierarchgr(fra level n to a level
n+m), we need to construct a higher detailed degson of a system. In this case, we
introduce some new knowledge as it appears inepistpractices such aystem
inference system desigor model constructionThat is: we try to find @enerative
systemor structure systemwhich can “recreate the observed data” of s@merce
system(Zeigleret al.2000).

As we can see, from this viewpoint of system theaiynulation remains
fundamentally an explicitation of mathematical stanes (due in particular to®the
condition of closure under composition! Zhe strong hypothesis of a unique
denotational hierarchy). Simulation is always ipteted as a calculus of a model. As
it appears for any mathematical construct (when pamed to their numerical
simulation), it is the model which is always comsell as possessing a higher degree
of virtuality and cognitive powein that it possesses lagher - because &arger -
power of possible denotatidhrough the supposedly uniqdenotational hierarchy
(to which the target objects are all said to be]atghe source system level, in a well-
suited systemic form).

3. Explaining different epistemic statuses of Modeland Simulations

A problem is that practitioners of models and cotapsimulations in social sciences
(computational economics, sociology, geographgo.)not always agree on the fact
that CSs are only calculus of models or that thay provide some insight of what is

at stake in the hided core of a unique model. Asvshby a review of the literature

made in (Phan & Varenne 2008), models can be s#esr @s conceptual exploration
or as experiment. Simulations can be seen as expets on models or as direct
virtual experiments or as “credible worlds” (Sugd€9?2).



3.1. Models as virtual experiments or as instrumest

Founding its analyses on the notions of denotatibiesiarchy and iconicity presented
above, (Phan & Varenne 2008) have proposed to iexplay and to what extent
social scientists (and more generally practionoéfd&S in the sciences of complex
objects) are justified to say that a model hasrapigcal dimension in itself. In some
cases, it is becaus®eme causal factors are denoted in the model thraygnbols of
which external iconicity (not internal) is patermdican be reasonably (consensually)
recognizedas a sufficiently realistic conjecture.

On the contrary, it can be shown that models sgen from a purely
instrumentalist standpoint.€. models are seen as inductive instruments alabirey
some real experimentsvhen the modeler thinks that the measure of #iermal
iconicity of the operating symbols is weakd when this itheir combinatorial power
at a high level in the denotational hierarchy whishmostly requested

3.2. Simulations as experiments on a model or asra@ptual explorations

A simulation being minimally founded on some kinflimternal subsymbolization,
every CS of a model treats it at a sublevel “whiehds to make its relation to the
model analogous to the naive dualistic relatiomvben the formal constructs and the
concrete reality” (Phan & Varenne 2008). This isdaese of this analogy between the
internal relations of subsymbolizatidwithin the DH) and thexternal denotational
relations between symbols and target objects thath a CS can be seen as an
experiment on the modélonversely, if the goal of the investigation Isaol focus on
some residual bugxternalsymbolic (not iconic) aspectd used subsymbols, we are
authorized to see such a CS of modal asire conceptual exploration

It follows that theexternal validityis no trivial question when we face a
complex CS: with a complex CS, it is no more eashdve an overall viewpoint on
the relations between symbols at stake or betwgabals and objects. No overall
viewpoint can univocally lead us to determine ofareall the external validity of the
CS as a whole. In fact, this external validity degee on the strength of theleged
external iconic aspects

Note that if theseexternal iconic aspectare extremely stabilized and
characterized, the simulation can be compared texamplification In this case, as
noted by (Phan & Varenne 2008), extermalidity is not far from an internal one
The difference is a matter of degree. Seen witth#ip of our conceptual distinctions
made above, this case is precisely the one fortwhie are justified to make the
strong hypothesis of an integration of the tardajects not beside buwithin the
denotational hierarchy. Moreover, the loose andygmhic relation of simulation
becomes a particular one in this extreme case o&xamplification of a target
through a simulation: simulation becomes a rigidtren of emulation To emulate is
not only to simulate but tperfectly simulatei.e. presenting the property to generate
the same behavior in any circumstances, even ethocumstances which have not



been gathered and used to validate the simulafibis is the reason why, when
Copeland (2004) is reminding the exact meaninchef €hurch-Turing thesis, he is
explaining thaemulationis not an imperfect imitation butperfect simulationn that
the simulating systenbecomesa system which proves to be equivalent to the
simulated one.

3.3 Simulations as experiments in themselves

Some scholars claim that computer simulations asé neal experiments, but
experimentsn themselves. But in what precise sense? Aftemigapaid attention to
such scholars’ claims and analyzed them in thein aght, (Phan & Varenne 2008)
have shown that there are at least 4 criteria tiddevhether a simulation is not only
an experimenon the model but an experimentitself.

First, when you see the CS aslieect simulation of some target objectee
empiricity of the CS comes from axperiencingthat is, from an observation and a
comparison between the symbols at stake in theo@3he one hand, and the target
objects, on the other. External validity entersehiarconsideration. But there are two
possible kinds of comparison. Either one can pastuanexternal iconic relation
between the resulting symbols of thleservational phasef the CS and some target
objects, or one can postulate sucheaternal iconic relatiorbetween thelementary
symbolsat stake in the operative phase and some othgettantities. The former
leads to arempiricity of the CS regarding the effe¢td the computation), whereas
the latter leads to aampiricity of the CS regarding the caugefthe computation).

Second, when you see the CS not aBraulation of a modegjotherwise it still
can be seen as an experimenta model as we said above) butaasimulation of a
set of modelsit is not necessary that its empiricity be dedidmly from a direct
comparison between the target objects and the dgnalbstake in the DH. It can be
decided from anexperimentingon the internal interactions between levels of
formalisms and levels of symbols within the (compIBH. From this viewpoint, as
shown by (Phan & Varenne 2008), there are two kinflsempiricity: (1) the
empiricity due to the intrication of the referedtimutes of symbojsand (2) the
empiricity due to the defect of any a priori episie status

Note that a CS borrows its empirical characteristat from a complete
substitutability with the target objects. It borm from apartial substitutability(in
the two first cases) or even not from any subsitiiility at all, but from thepacity of
theintrication of symbolsn the DH (in the two last cases).

Now that we have distinguished between kinds ohicaelations (internal to a
DH, external to a DH), and between types of epigtestatuses for a model or a
simulation, it is time to determine some episterg@al conditions which could be
necessary for the formulation of a universal “autted modeler agent”.



4. The FMSA and the search for a Universal Automat Modeler Agent (UAMA)

4.1. Agents, Endomorphic Agents and the universaldutomated modeler agent”

As shown by (Zeigleet al 2008), the notion of endomorphic agent is central
to the search for a first formulation of a UAMA.i8ily said, agents are objects (in
the sense of object-oriented programming) thatlaare perceptions, beliefs, desire
and intentions. Agents have been developed inildigead Al, but in philosophy of
mind too, to match the first BDI models in the 70'see the filiations of (Putnam
1960) & (Fodor 1975). See (Ferber 1999) too fdradugh presentation.

As noted by (Yilmazt al 2006),

“Software agents are entities that (a) are capablgcting in purely
software and/or mixed hardware/software environsieni{b) can
communicate directly with other agents, (c) arevehi by a set of goals,
objectives, and tendencies, (d) possess skillSfar services, (e) perceive
their environment, and (f) can generate autonomuelsavior that tends
toward satisfying its objectives (Ferber 1999)”

In his definition, the social scientist Nigel Giltt (2006) chooses to
emphasize first on human characteristics suchw@sfiamy” and “social ability”:

“Agents are conventionally described as having faeportant
features:

1- Autonomy. There is no global controller dictatingpat an
agent does; it does whatever it is programmed tandibs current
situation.

2- Social ability. It is able to interact with othegemts.

3- Reactivity. It is able to react appropriately tanatli
coming from its environment.

4- Proactivity. It has a goal or goals that it pursaests own
initiative.”

But they are strong convergences between the twmwaphes: what is called
Agent-based Modeling in the computational soci&rsmes - see (Gilbert 2006) - is
quite the same as what is often called Agent-sitimran the modelers and computer
scientists’ community - see (Yilma al. 2006). According to (Yilmazt al. 2006),
Agent-based modeling or Agent-simulation can beneef as “the use of agents as
design metaphors in developing simulation models”.

In this context, it is assumed that “simulation mis are models
specifically devoted to simulations understoodiragations of target systems$o
beware that the meaning on this expression is aséd on the general meaning of
“simulation” but only on its first meaning (accomdi to Oren and Yilmaz). Such a



model can be a simple set of formal rules which lbarunrealistic in themselves (in
the sense of an external iconic relation) but whidhconceived in such a manner that
their common and interactive running leads to #ist@(hence imitative) result, once
compared to the target system.

Whereas “Agent-based modeling” or “Agent-simulatiés devoted to an
imitative role of simulations, what (Yilmaz al. 2006) call “Agent-based simulation”
refers - on the contrary - to the instrumental aflagents formalisms.

“Agent-based simulation is the use of agent teabmoto generate
model behavior or to monitor generation of modédidxor” (Yilmaz et al;
2006).

It is important to note that, in this case, themtesimulation changes its
meaning: it is no more to be understood as an fimitaof a target system but as “a
behavior of a model”, as a “model in time” or as‘axperimentation on a model”.

We can explain this distortion by saying that, sach simulations, the
emphasis is on thiaternal iconic relationsand not orthe external ones

Now, what is an endomorphic agent?

An endomorphic agent is a particular agent “thattaims models of itself
and/or of other endomorphic agents” (Zeigeal 2008).

When we search for a UAMA, we aim at formulatingdaels of mind”
which could be incorporated in agents so that tlaggmnts could be said tmulate
some of the human cognitive capacitigsd;). In particular, the theory of the massive
modularity of mind (Carruthers 2006) - because roffge the hope that an easy
modeling of a multiplicity of simple modules in ndiwill soon be reachable - could
be a way to give a first outline of a UAMA.

The necessity for a sufficiently evolved agent mstruct in his mind -
sooner or later - a “theory of the mind” of otharsd of himself can be simply and
logically demonstrated (Zeigleet al 2008). It has been largely recognized by
evolutionary psychologists too.

From these considerations, we can infer that aromodphic agent would
meet the challenge to conciliate the two diffeddnts of Agent-directed simulation.
It would have to conciliate the property to be ageAt-based model with the property
to run an Agent-based simulation of itself (as #gdm the Agent, the prescribed
Agent-based simulation of itself will give rise ®omodular representation of itself
(most of the times unrealistic from its viewpointhiereas the Agent-simulation will -
on the contrary - determine a representation @ifitas a familiar and somewhat
realistic agent (“realistic” compared to real eredrsystems).

The problem of doubling the aspects (even when éneyincompatible) on a
same entity is not inescapable, of course; buemahds some careful attention to
what kinds of different semiotic relations (intelnexternal, iconic, subsymbolic) are
at stake in each case. This problem becomes alnthre acute when we intend to
build a modeler agent, moreover a “universal automas modeler agent”.



4.2. The universal autonomous modeler agent and th&modeler subjective
knowledge”

We won't enter here in the debate about the validihd significance of such
assumptions in the general project of intelligemmaleling. Our goal is more modest:
it is to show one of the consequences of such anoaph on the alleged epistemic
role of models and simulations.

Thanks to our previous analyses and conceptustindiions, we can
understand that the formal construct of a univeesalomorphic agent, which would
construct by himself - at runtime - a theory of migd-body, is a way for the FMSA
to guarantee the continuous integratiof the target objects inunique denotational
hierarchy, during the whole process of M&S. In fact, thetsys theoretic vision, the
constraints of strict embedding between levels whizols and the condition of
closure under composition of systems authorizeake into account and integrate in
the hierarchy of system specifications what Klivextheless rejected and called the
“subjective (or modeler dependent) knowledge”. Tikithe reason why it is justified
to see a real promised land in this new project.

But we have shown above that the relations betvierevels of symbols
within the DHand the relations betweaymbols of the DH and some target objects
or target symbolgthese latter being based on the modeler depehkdemtledge) are
not of the same nature: in particular, the formersangposed to give rise (sometimes)
to relative internal iconicitiesvhereas the latter can give riseatosolute iconicities
So, the logical grammars of these iconicities - tireth of these two types of relations
- arenot the samelf we neglect this difference, the diversity ahe real coherence
of the epistemological positions concerning thestpnic statuses of models and
simulations among the different practices of M&S domplex sciences remain
unexplainable.

So it appears that one of the greatest challerayethé search for a UAMA
could be the careful formulation of thilistinction of nature and of standpoints
symbols and on relations of symbols and targetatbjéor any modeled cognitive
process. Otherwise, it is not excluded that a sngartially auto-similar and auto-
scopic agent (the formulation of which would bedshen a rough homogeneization
of the different kinds of relation of denotationpwd be another pitfall in the quest
for a greater unification of the tools and practioé M&S.

5. Emulation of Systems, Simulation of Agents

The last sections have shown that when we adopytstem theory approach for the
design of agents which would be capable of modglinsimulating their world and
other agents in a similar way as behavioral andakascientists - or even common
people - do in their daily life, we have to make ttypothesis that external iconicities
could be reduced to internal ones.



This hypothesis is strong. The problem it arisasoisfar from the one posed
by Putnam (in 1991) when arguing against the coatjmrtal view on mind (although
Putnam himself had been one of the leader of thésvvin the 1960's): the
denotational power of a symbol - or of a given lesfesymbol - not only depends on
its insertion in a unique, closed and finite set hierarchy - of symbols but also on
the physical and socio-linguistic context of thysnbol or level of symbols in the real
world.

But, according to the suggested approach hereatfisnent doesot suffice
to condemn us to any relativism or vitalism, noratay refusal of the project of
building a UAMA. On the contrary. It serves to make challenge more precise and
efficient.

Accordingly, in this last section, | will show hotlie use of the distinction
betweenexternal and internal iconicitiescould help us to distinguish between an
approximate morphisrand anmperfect simulation

5.1. Exact Morphisms, Approximate Morphisms and Kirds of Iconicity

As shown in (Zeigleet al 2000: chapter 12), from the FMS point of viewcatn be
useful to treat the horizontal relations betweesteays that belong to the same level
of specifications. A relation which establishesc@respondence between a pair of
systems whereby features of the one system ismpasb@ the other”ibid.) is called
apreservation relatioror system morphism

In particular, (Zeigleet al 2000) introduces morphisms that are “such that
higher level morphisms imply lower level morphism&his means that a morphism
that preserves the structural features of one systeanother system at one level also
preserves its features at all lower level#id.). The existence of this possibility is
coherent with two facts: 1) the fact that, fronsthiiewpoint, going down the levels in
the system specification hierarchy “corresponds atosimulation process, i.e.
generating the behaviour of the model given itscttre” (Zeigleret al 2000: chapter
14 ; 2) the fact that, when simulating, i.e. whemg down the levels, our knowledge
cannot increase at all, but only be rendered mxpéait (see above).

In this context, a morphism is said to bractwhen all the features of
interest in the two systems are exactly preserivedther words, a morphism is exact
iff any of the two systemmmulateshe other. On the contrary, a morphism is said to
be approximatewhen not all features of interest are preserveatigrelation ipid.).

Of course, there can be different kinds of simatet for the same system. In
computational economics and social sciences, ibften said that agent-based
simulations of social phenomena can be use@xplain at the micro-level, the
mechanism®f the social phenomena whereas holistic modetskiwg at a macro-
level, are said to be phenomenological and of astrimental nature. These
mathematical and holistic models nevertheless essirhulated through discretization
and other numerical tricks: but the finite elemewtisich are the bases for such
simulations of models armot in a relation ofexternal iconicitywith some target



objects. On the contrary, in the case of individoaéed simulations, simulated agents
can be said to be related to such objects thronghxternal iconic relationsHence, it
appears that simulation of agents not the same as amulationof systems

More precisely, it follows that the property to eelevant simulatiorat a
given level isnot an intrinsic property which could always be énited only from a
position in the hierarchyln particular, it cannot be inherited only by garaeeing
that a system at a higher level is in a morphishation to another system at this
higher level, this latter having a relevant simiglat at a lower level, for its own.

So, if we do not want to defer each time tsubjective viewpoinbf the
modeller, and if we want to implement endomorplgerats who would be automated
modelling and simulating agents, there is a netyessi objectify and formalize in
some way thigxternal relation of denotatios way to do this could be to look for a
metric suitable for an objective evaluation of gieulation error in the sense valid
for asimulation of a target objects

5.2. Towards a Metrics for Errors in Simulations inregard to external Iconicities

Now that we take into consideration the semanticsymbols at stake, it surely
appears a challenge to findreetricswhich would be appropriate for the formulation
and the measure of the distance betweeatesired simulation of a targeind the
simulation obtained

Such a metrics would be a useful tool as far amiedphic agents are
sought for (Zeigleret al. 2008): otherwise, how would it be possible to innpdst
credible (for behavioral and social scientists) lettonary endomorphic agents
without having an idea of how they can judge tlwim performance in modelling
and simulating? In this case, the necessity toemght thenodeler's knowledge and
point of viewleads to the necessity to make a place, in suehtagto a sensibility to
the external iconicitiesof the models they build, beside their sensibitiyinternal
onesor toisomorphisms

Another problem is that external iconicity is foaddon aveak dependence
of the denotational power of symbols of interestrfrany linguistics systems or any
pre-established conventional rules. How can thiejiendence be taken into account
in a notational system?

But let's remind that this iconicity remainsnaatter of degre€even when
this is seen as “absolute”) and that the differehetéwveen external validity and
internal validity remains a matter of degree ta®,aaconsequence. So it could be a
solution to introduce sets of symbols which coul@ioperate, but which could not be
inserted in the overall denotational hierarchyred M&S process. Sudioating sets
of symbols(seen as floating from the DH point of view) could considered as
“external patterns of reality” or as modules thévity of which had to be simulated
from an external point of view. Algorithms of adtivtracking (Zeigleret al. 2008)
could be used to simulate these external moduleslffes taken as external to the
DH) as it is not necessary to assume that thesalle®always belong to the same
system or system of systems.



Conclusion

As noted by (Zeigleet al. 2008), the human mind can be seen as the “behaktbe
brain” (Carruthers 2006). The mind seems fascigator the specialist in M&S in
that it has solved for himself the problem of thyst®8m of Systems integration (SoS),
i.e. the problem to integrate systems with specifimctions into a more
comprehensive and multifunctional system. Hencs, jiterfectly understandable that
the search for an endomorphic automated modellemtagpems so crucial today.

This paper has first presented an outline of a iffeiel referentialist
epistemology of models as far as complex M&S arecemed. It has shown that this
multi-level epistemology leads to a very similaegentation of the M&S process than
the system theory approach adopted for the FMSglele¢t al). Nevertheless, this
distinct presentation has shown too that the difiee between the notions of external
and internal denotations helps to focus on thengtand specific hypothesis which is
at the basis of the specific FMS approach: theipitigg to integrate the target objects
as a system in the denotational hierarchy of symbobr system specification
hierarchy - of the M&S process.

The fact that this strong hypothesisist always assumed in the works done
in the context of computational social sciencesd(am computational complex
sciences in general) explains the difference beatwiee epistemological reflections of
this community (which uses more and more M&S witigerats) and the
epistemological reflections of the neighboring commity concerned with
multimodelling, DEVS formalisms and, more recentthe FMSA (FMS with
Agents). In particular, our epistemological distions enable to explain why
different epistemic statuses still can be attridute their works with agent models
and simulations by computational economists or dogists, whereas these
distinctions seem to have not much meaning in theracommunity.

In fact, this paper shows that these two commumnitidl have to discuss
more intensively in the coming years. In particulér shows that the FMSA
community will newly and explicitly have to deal tvithe “modeler’s dependent
knowledge”, once rejected (as non significant)en tirst FMS approach.

Finally, it has been suggested that the challerme tlie project of a
formulation of auniversal automated modeller aggitAMA) has much to do with
the search for a way to articulate theernal and system theory approachlevels of
symbols and the referentialist approach of thetimda of denotation between
symbols and external target objects.
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