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Abstract

In model-driven engineering, evolution is inevitable over the course of the complete life cycle of complex software-
intensive systems and more importantly of entire product families. Not only instance models, but also entire modelling
languages are subject to change. This is in particular true for domain-specific languages. Up to this day, modelling
languages are evolved manually, with tedious and error-prone migration of for example instance models as a result.
This position paper discusses the different evolution scenarios for various kinds of modelling artifacts, such as in-
stance models, meta-models and transformation models. Subsequently, evolution is de-composed into four primitive
scenarios such that all possible evolutions can be covered. We suggest that our structured approach will enable the
design of (semi-)automatic model evolution solutions1.

1. Introduction

In software engineering, the evolution of software artifacts is ubiquitous. These artifacts can be programs, data,
requirements, documentation, but also languages. Language evolution applies in particular to domain-specific mod-
elling (DSM), where domain-specific languages (DSLs) are specifically designed to minimize accidental complexity
by using constructs closely coupled with their domain. This results in a reported productivity increase of a factor 5 to
10 [9]. DSLs must be quickly built and used, and grow incrementally. A formal underpinning for DSM is given by
multi-paradigm modelling (MPM) [12].

The high dependence on their domains and the need for instant deployment make DSLs highly susceptible to
change. Such an evolution of a language can have substantial consequences, which will be explained throughout
this paper. Early adopters of the model-driven engineering paradigm dealt with this evolution problem manually.
However, such a pragmatic approach is tedious and error-prone. Without proper methods, techniques and tools to
support evolution, model-driven engineering in general and domain-specific modelling specifically will not scale to
industrial use.

1.1. Modelling Languages
To allow for a precise discussion of language evolution, we briefly introduce the concepts fundamental to mod-

elling languages, in the context of multi-paradigm modelling [5].
The two main aspects of a model are its syntax (how it is represented) and its semantics (what it means).
Firstly, the syntax comprises concrete syntax and abstract syntax. The concrete syntax describes how the model

is represented (in 2D vector graphical form for example), which can be used for model input as well as visualization.
The abstract syntax contains the essence of the structure of the model (as an abstract syntax graph), which can be used
as a basis for semantic anchoring [2]. A single abstract syntax may be represented by multiple concrete syntaxes.
There exists a mapping between a concrete syntax and its abstract syntax, called the parsing mapping function. There
is also an inverse mapping, called the pretty printing mapping function. Mappings are usually implemented, or can be
at least represented, as model transformations.
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Figure 1: A model and its relations in MPM.

Secondly, the semantics of a model are defined by a complete, total and unique semantic mapping function which
maps every model in a language onto an element in a semantic domain, such as differential equations, Petri Nets, or
the set of all behaviour traces. Semantic mapping functions are performed on the abstract syntax for convenience.

A meta-model is the finite and explicit description of the abstract syntax of a language. Often, the concrete syntax
is also described by (another) meta-model. Semantics are however not covered by the meta-model. The abstract
syntax of the semantic domain itself will of course conform to a meta-model in its own right.

Figure 1 shows the different kinds of relations a model m is involved in. Relations are visualized by arrows,
“conform to”-relationships are dotted arrows. The abstract syntax model m conforms to its meta-model MM. There
is a bidirectional relationship κi (parsing mapping function and pretty printing mapping function) between m and a
concrete syntax κi(m). κi(m) conforms to its meta-model MMκi . Semantics are described by the semantic mapping
function M, and map m to a model M(m). M(m) has syntax which conforms to MMM . Additionally, there may be
other transformations Ti defined for m.

2. Related Work

In order to be able to model evolution in-the-large, one should be able to model differences between two versions
of a model [1, 13, 11, 18, 4]. Difference can be computed by traversing both graphs in parallel, and match either by
using unique identifiers [1, 13], or by using a number of heuristics [11, 18]. These differences can then be represented
as a so-called delta model. The difference can be represented by the edit operations that were performed on the model
[1, 7] or by structurally decorating the metamodel with the changes through colouring [13, 18, 11, 14] or by using a
designated meta-model that includes concepts of evolution [4, 15].

The most obvious side-effect of language evolution is the co-evolution of the instance models. This co-evolution is
represented as a model transformation [19, 10, 15, 8, 6, 17, 16, 3, 7], which we will call the migration transformation.
This migration transformation can be created manually [19, 8, 6], automatically [3] or a combination of both [17, 7].

3. Evolution for MPM

While model co-evolution as described above implements automation to some extent, there are other artifacts that
might have to co-evolve. This section presents an exhaustive survey of possible evolutions and co-evolutions.

3.1. Syntactic Evolution

To get a general idea of the consequences of evolution, let us go back to Figure 1. When MM evolves, all models
m have to co-evolve, which was discussed in Section 2. However, as the relations of Figure 1 suggest, the evolution of
MM might affect other artifacts. First, similar to m, (the domain and/or image of) transformations such as κi, Ti and
M might no longer conform to the new version of the metamodel. As a consequence, they too have to co-evolve. This
makes all relations (syntactically) valid once again, which means that the system is syntactically consistent again. In
short, meta-model evolutions can only be useful when both their model instances and related transformation models
can co-evolve.
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Figure 2: Co-evolution in (a) model evolution, (b) image evolution, (c) domain evolution and (d) transformation evolution.

However, there are more scenarios. Firstly, it is possible that the meta-model changes in such a way that the co-
evolved models become structurally different, for example by removing a language construct. This means that each
transformation defined for each co-evolved model has to be re-executed. The resulting co-evolved models can also be
structurally different, so a chain of required evolution transformation executions may be required.

Secondly, changes made to one meta-model can reflect on another meta-model. For example, when a meta-element
is added to a meta-model, a new meta-element is often also added to the meta-model of the concrete syntax(es) in
order to be able to visualize this new construct. A similar effect can occur between any two related (by transformation)
meta-models. In this sense, a chain of meta-model changes is again possible.

Thirdly, until now, we only discussed meta-model evolution as the driving force. Evolution of other artifacts, such
as instance models and transformation models should also be taken into account. The case of the evolution of a model
is trivial: related models can co-evolve by executing the respective transformations. Note however that a co-evolved
model may be a meta-model, so that might trigger a number of co-evolutions of its own.

The case of the evolution of a transformation model can get complicated. In many cases though, the evolved
transformation simply has to be executed again on each model it is defined for. However, this would restrict a trans-
formation evolution to remain compliant to its source and target metamodels, which is not always what we want. For
example, it might be possible that a new language is created by mapping rules for each language construct of an exist-
ing language. This is in particular convenient for creating a concrete syntax. On top of this, there are two additional
special cases of transformation evolution. Firstly, the evolution of the parsing mapping function or the pretty printing
mapping function requires the other one to co-evolve in order to maintain a meaningful relation between abstract and
concrete syntax. Such a co-evolution can be generalized to any bidirectional transformation. Secondly, the evolution
of the semantic mapping function requires a means to reason about semantics in order to trigger co-evolution, which
brings us to the concept of semantic evolution.

3.2. Semantic Evolution
As mentioned above, semantics of a model are defined by its semantic mapping function to a semantic domain.

Some analysis can be performed on models in this semantic domain (for example: check for a deadlock in a Petri
Net). The results of this analysis can be considered a property of the model, or P(m). A semantic mapping function
is constructed in such a way that some properties PM(m) hold both for a model and for its image under the semantic
mapping (i.e., the intersection of both property sets). These common properties have to be maintained throughout
evolution. An evolution is a semantic evolution if some of these properties change. This typically happens when the
requirements of a system change.

In general, when a model m in a formalism whose semantics is given by semantic mapping function M evolves to
m’, then PM(m’) must be exactly PM(M(m)) modulo the intended semantic changes. In general, when two versions of
a system are (a) equal modulo their intended syntactic and semantic changes and (b) syntactically consistent, then the
evolution of the system is continuous. Only continuous evolutions are deemed correct (and meaningful).

4. De-constructing Evolution

As discussed in the previous section, there are infinitely many possible co-evolution scenarios. Nevertheless,
these scenarios can always be broken down into a few basic ones. Figure 2 shows the possibilities. Again, arrows
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Figure 3: Domain-evolution as sets. The evolution E(D) does not map onto D’ exactly. For m’, the constraint T’ = T◦E−1 does not hold!

are transformations and dotted arrows are “conforms to”-relationships. Dashed arrows denote a (semi-)automatic
generation. Each diagram starts from a bold relation between two meta-models MMD and MMI , modelled as a
transformation T of models m.

4.1. Model Evolution

Figure 2 (a) shows model evolution. Some model m evolves to m’. In step 1 (the only step), a delta model ∆m is
constructed (either automatically or manually) that models the evolution of m to m’. This means that m’ = m + ∆m.
The evolution itself is typically represented as a migration transformation, namely E. The equation mE = m + ∆m = m’
is valid. As previously discussed, because m evolved to m’, every transformation T must be executed again, resulting
in T(m’), conform to MMi.

4.2. Image Evolution

Image evolution is shown in Figure 2 (b). Suppose that a meta-model MMI evolves to MMI′ . In step 1 a delta
model ∆MMI is constructed to represent the difference between MMI and MMI′ . In step 2 a migration transformation
E is generated out of ∆MMI . The execution of E co-evolves models T(m) to T(m)E , so that they conform to the new
meta-model MMI′ . Moreover, the execution transformation T has to result in valid models (i.e., conform to MMI′ ).
As a consequence, T has to co-evolve to a new transformation T’ (as in step 3), which is able to transform every
possible m that conforms to MMD, to T(m)E . The diagram presents a solution for the generation of this T’: for every
m, T’(m) = E(T(m)) holds, or in short, T’ = E ◦ T. The co-evolution T’ can be simply composed out of T and E.

4.3. Domain Evolution

Figure 2 (c) shows domain evolution, where MMD evolves. The artifacts that co-evolve are similar to image
evolution. This time however, T can be expressed as T’ = T ◦ E−1. So, in this case, an inverse transformation E−1

needs to be constructed. Unfortunately, this equation does not hold for the entire domain D’, as shown in Figure 3. The
migration transformation E projects the entire domain D to E(D), but it is possible that E(D) , D’. For m in Figure 3
it may be possible to construct E−1 such that T’(mE ) = T(E−1(mE )) holds. However, for m’, which is an element of
D’ \ E(D), this is not possible. Nevertheless, T’ must apply to its entire domain D’, so the equation T’ = T ◦ E−1 can
not be used for all possible models conform to MMD′ .

4.4. Transformation Evolution

Figure 2 (d) shows transformation evolution. The requirements of a system can change, resulting in the adjustment
of the (desired) properties of a model. If transformations evolve according to a delta model ∆T, it is possible that they
only have to be executed once again. In this case, the changes on the transformation are limited: the image of T’
must conform to MMi. As previously discussed, other artifacts might possible co-evolve. In this case, a migration
transformation E must be composed from which a delta model ∆MMi can be constructed.

4



4.5. Evolution Scenario Amalgamation

Using a combination of these four scenarios, all possible evolutions can be carried out. Note however that the
problem of Figure 3 applies, so automated co-evolution is not always possible. The so-called unresolvable changes
can be classified as models in E(D) \D’. On the other hand, the transformation has to support the models in D’ \ E(D).
We call this the projection problem. In general, the projection problem arises when domE (T) * dom(T).

5. Conclusions

Widespread adoption of model-driven engineering is hampered by the lack of support for modelling language
evolution. In domain-specific modelling in particular, modelling languages change frequently. When such languages
evolve, support for (semi-)automated co-evolution of instance models is desirable.

In this paper, we have broken down this problem into four primitive (co-)evolution scenarios which can subse-
quently be combined. We showed that the co-evolution of transformations can be problematic, as a transformation
always needs to be able to transform all possible elements in its domain. The presented breakdown serves as a starting
point for further research into evolution solutions.
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