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Abstract

In recent years there has been an increased interest in modelling systems whose structure changes dynamically, for example to study mobility. At the same time, there is a plethora of simulation languages for discrete-event systems that include an explicit notion of time, but few, if any, support explicitly the notion of structural change. In this paper we introduce a process description language which addresses these issues explicitly. We discuss an application to modelling networks of servers.

1. Introduction

Modelling and simulation are concerned with the description of dynamic systems. A system is an aggregate of components. A dynamic system is a system which undergoes changes over time. A dynamic system has structure and behaviour. The structure refers to how a system’s components are related to each other and to the whole. The behaviour refers to the actions or events of a system with respect to its environment and to the passage of time.

Discrete-event modelling and simulation [11] focus on the notions of state and event. These assume an underlying notion of time: at any given point in time a system is in some state, and events change the state. These notions are at the core of the description of behaviour of discrete-event systems. When a system has two or more components, the behaviour of one can affect the others. Interaction between components becomes a central aspect of a system’s behaviour. Therefore structure and behaviour are closely intertwined.

Most modelling and simulation approaches attempt to make a clear-cut distinction between structure and behaviour. The result are languages and formalisms in which the dynamics refer to changes of state where state is unrelated to structure. Hence only systems with a static structure can be described in such languages. However, many real world systems are not static in this sense but have a dynamic structure: relations between components change over time. Examples abound in many fields. In telecommunications and computing we have systems such as mobile-phone networks and adaptive computer and network architectures as well as complex software architectures. In biology we can see anything from molecules reacting to full eco-systems as systems undergoing structural change. In the social sciences we can see human organizations as systems with dynamic structure as well.

Linking structure to state, as is done in [2], can give us the power to describe structural changes, but emphasis on explicit descriptions of state often lead to verbose formalisms. Furthermore, the notion of state itself is an abstraction which we use as a means to describe a system’s condition at one point in time. But what is important about a state is not the state itself, but whatever relevant information we can observe from it, or what actions or events are possible in that state. Thus, an alternative approach is to focus on the actions, in particular the interactions in which the system can engage. If we focus on interaction, component interconnection, the network of communications, becomes the central aspect of structure.

Process description languages such as CSP [4], CCS [7], and LOTOS [5], provide such emphasis on component interaction. Some languages, in particular the so-called π-calculus [8], go further and support structural changes. Another approach is that of the Actor model of Agha and Hewitt ([1], [6], [3]). Nevertheless, to the best of our knowledge, none of these combine the ability to undergo structural changes with an explicit notion of time familiar in the discrete-event setting.

In this paper we introduce a language which we call kiltera that combines the ability to observe the passage of time and describe a system’s behaviour in a time-dependent manner, with the ability to describe changes in the network of communications between components. We believe that the modelling and simulation community can benefit from languages that combine these features.
The rest of the paper is organized as follows: section 2 provides a general description of the language’s computational model; section 3 introduces the core of the language’s syntax; section 4 introduces the language’s semantics; section 5 discusses some applications, and finally section 6 provides some concluding remarks.

2. The kiltera computational model

kiltera is a language for describing concurrent, interacting, mobile components which “live” over time.

A kiltera system consists of one or more dynamic components or processes. A process is a modular component with a well defined interface consisting of a set of ports. The only way to interact with a process is through its ports. Each process is an independent computational unit and proceeds concurrently with all other processes. Processes execute a number of different actions. The most important kind of actions performed by processes are communication actions.

A process is not necessarily a purely sequential computation, as it may be itself composed of parallel subprocesses. In other words, a network of processes is a process, thus enabling modularity. This nesting of subprocesses is central aspect of the structure of a process.

2.1. Interaction

Processes communicate through channels by message-passing. Processes have ports. A channel connects two or more processes through their ports. There are two primitive communication operations: sending a message and receiving a message through some channel. When a process sends or receives a message it does so by specifying the port connected to the relevant channel.

There are two kinds of communication: synchronous and asynchronous.

Synchronous communication means that the sender and the receiver of a message engage in the interaction simultaneously. In other words, execution of a communication action (sending or receiving a message) is a blocking operation: the process executing the action will be blocked until some other process is ready to engage in the interaction. If a process attempts a receiving operation on a synchronous channel, it will be blocked until some other process sends a message through that channel, and dually, if a process attempts a sending operation on a synchronous channel, it will also be blocked until some other process executes a receiving action on that channel.

An alternative way of viewing synchronous communication is in terms of acknowledgement: a send operation waits for acknowledgment from the receiver before completion.

Asynchronous communication means that the sender and receiver do not need to engage in the interaction simultaneously. In other words, only the receiving operation is blocking, while the sender of a message can proceed with execution without waiting for acknowledgement from the receiver.

In the rest of this paper we consider only the synchronous-communication fragment of kiltera.

Channels can connect more than two processes, but communication is by “unicasting” or “two-way” communication rather than “multicasting” or “multi-way” communication. This is, when a process sends a message through a channel connected to two or more receivers, only one of the receivers will get the message and the rest will remain blocked. The selection is non-deterministic: the receivers are considered to be competing for the message. The same is true if there are many senders and one receiver.

2.2. Link mobility

A process network is a set of processes connected through channels. A configuration is a particular topology of this network. Channels are first-class values and therefore can be communicated between processes. This means that the configuration of a network can change dynamically when processes execute. In particular processes can acquire access to channels and therefore to other processes to which they didn’t have access. This is known as link mobility and it is the kind of dynamic-structure supported by kiltera.

2.3. Time

kiltera processes execute over time (whether it is logical or physical time.) The execution of a process occurs with respect to a global clock. The time base is the real numbers.

The execution of each action is an event which takes place at a particular point in time. Most normal actions do not take (logical) time to complete.

Synchronization actions (blocking actions such as waiting to receive a message,) might take some time: from the point in time when the action is initiated or attempted until the point in time when the synchronization (exchange of information) actually occurs: for instance, if process \( P_1 \) attempts to receive a message through some channel \( a \) at time \( t_0 \) but no input is available on the channel at that time, it will block and wait until some other process sends data. When another process \( P_2 \) sends data through \( a \) at time \( t_1 > t_0 \) then synchronization occurs, and the receiving action of \( P_1 \) is said to have taken \( t_1 - t_0 \) time units. The actual synchronization is not considered to take any time itself.

Processes can be made to wait for a given amount of time, or equivalently, a process may schedule events in the future. Processes can also specify timeouts: the scheduling
of future events which cancels another process which has not yet finished. Processes can also measure the passage of time and change their behaviour accordingly.

3. Syntax

Table 1 gives a subset of the constructs in kiltera. We call \( \mathcal{P} \) the set of all process expressions, \( \mathcal{D} \) the set of process definitions, \( \mathcal{A} \) the set of actions, \( \mathcal{E} \) the set of expressions, and \( \mathcal{N} \) the set of all possible names. We use the following convention in the syntax: \( P, P_i \) range over \( \mathcal{P} \), \( D, D_i \) range over \( \mathcal{D} \), \( A \) over \( \mathcal{A} \), \( E, E_i \) range over \( \mathcal{E} \), \( a, a_i, x, x_i, t, f, u, u_i \) range over \( \mathcal{N} \), \( n \) ranges over the set of (floating-point) numbers, and \( s \) ranges over the set of strings. For brevity we use \( \{ ... \} \) to describe nesting and disambiguation, but in the actual implementation, indentation is used instead.

The full language contains more constructs to make it more practical, in particular it contains constructs to describe arrays of processes and channels, useful when describing large systems.

4. Semantics

In this section we give first an informal description of the semantics of the constructs in Table 1. We later provide a formal description.

The process definition process \( a[u_1, ..., u_n] \): \( P \) defines a class of processes named \( a \), with ports \( u_1, ..., u_n \) and body \( P \). A process definition defines a class of processes that can be instantiated. The process definition process \( a[u_1, ..., u_n](x_1, ..., x_m) \): \( P \) is the same but declares additional parameters to be passed at the moment of instantiation.

The function definition function \( f(x_1, ..., x_n) \): \( E \) defines a (pure) function.

The nil process is the process that does nothing. In particular, it does not interact with any process. The process done is used to represent successful termination.

Processes of the form \( A \rightarrow P \) execute the action \( A \), which may be blocking as described below, and then continue to behave as process \( P \). Processes of the form \( Aatt \rightarrow P \) behave the same way but bind the variable \( t \) to the time elapsed between the start of the action and the time the action finishes. This will be 0 if the action is non-blocking.

A process of the form send \( E \) to \( u \rightarrow P \) sends the value of the expression \( E \) to the port \( u \) of the process in which it occurs and then continues as \( P \). This operation is blocking: the sender waits until some receiver is ready to take the message. Since communication is “two-way,” only one receiver gets the message even if more than one are connected to the port \( u \).

A process of the form receive \( x \) from \( u \rightarrow P \) blocks until a message arrives at port \( u \). This message is then bound to the variable \( x \) and the process continues as \( P \). The process receive \( x \) from \( u \) at \( t \rightarrow P \) is the same, but the variable \( t \) gets bound to the time elapsed from the time the action is attempted until the message is received.

A process of the form let \( x = E \) in \( P \) behaves like \( P \) with all the free occurrences of \( x \) replaced by the value of \( E \).

A process of the form if \( E \) then \( P_1 \) else \( P_2 \) behaves as \( P_1 \) if \( E \) evaluates to true or as \( P_2 \) otherwise. A process of the form if \( E \) then \( P \) behaves as if \( E \) then \( P \) else done.

A process of the form match \( E \) with \( E_1 \rightarrow P_1 \mid \ldots \mid E_n \rightarrow P_n \) does pattern matching: the value of \( E \) is matched against the patterns \( E_1, \ldots, E_n \) in that order. If the pattern \( E_k \) succeeds, then process \( P_k \) is executed, binding the free variables of \( E_k \) to the corresponding values of \( E \).

A process of the form wait \( E \rightarrow P \) blocks the process for \( t \) time units where \( t \) is the value of the expression \( E \). Then the process continues as \( P \).

A process of the form timeout \( P_1 \) after \( E \rightarrow P_2 \) behaves as \( P_1 \), but if after \( t \) time units, where \( t \) is the value of the expression \( E \), \( P_1 \) has not finished and it has not engaged in any external interaction (i.e. it has not performed any sends or receives,) then \( P_1 \) is aborted and the process \( P_2 \) starts. If, however, \( P_1 \) does finish or engages in external interaction before \( t \) time units, then \( P_2 \) is discarded.

A process of the form channel \( x_1, \ldots, x_n \in P \) creates new local channels \( x_1, \ldots, x_n \) and executes process \( P \). The scope of the names \( x_1, \ldots, x_n \) is \( P \), hence these channels cannot be directly accessed by another process. This construct provides encapsulation and hiding.

A process of the form par \{ \( P_1, \ldots, P_n \) \} executes the sub-processes \( P_1, \ldots, P_n \) in parallel.

A process of the form \( D_1 \ldots D_n \) in \( P \) executes the process \( P \) in an environment with the process classes defined by \( D_1, \ldots, D_n \). The scope of these definitions is \( P \).

A process of the form \( a[x_1, \ldots, x_n] \) creates and runs an instance of the process class \( a \) (as defined in the current scope) connecting the channels \( x_1, \ldots, x_n \) to the ports \( u_1, \ldots, u_n \) of the process, and executing the body of the process definition, assuming the process is defined in the current scope as process \( a[u_1, \ldots, u_n] \rightarrow P \). The process \( a[x_1, \ldots, x_n](E_1, \ldots, E_n) \) does the same, but passes as parameters the values of expressions \( E_1, \ldots, E_m \) if the process class declared parameters.

Expressions are either booleans, numbers, strings, tuples, the unit constant (representing a token value), variables or function applications. Channels are considered first-class values and can be sent as messages. This allows the modelling of link mobility as described in section 4.1.

---

1We describe here the synchronous communication semantics, but the implementation also supports asynchronous communication.
4.1. Structural changes

As explained in 2.2, the structural changes supported by kiltera are changes to the topology of the network connecting a system’s components. This is achieved, as in the π-calculus, by making channels first-class values which can be communicated. A typical example is the following:

process A[x]: send y to x — done
process B[x]: receive w from x — send 1 to w — done
process C[z]: receive m from z — ...

Here we have three components A, B and C. A and C are linked together through channel y, and B is linked to A through channel x. B is waiting for a message on this channel, and A sends the channel y as a message through x. When B receives this message it sends a message (1) through that channel, so C receives a 1. Hence, initially C could communicate only with A, but after A sent y, it could also communicate with B, and thus, the network’s topology changed.

Apart from link mobility, other forms of structural changes are supported: creation of components is achieved with process instantiation, and destruction is achieved either by voluntary termination or by timeout.

4.2. Formal semantics

The operational semantics is given, in the style of Structural Operational Semantics [9], by a timed-labelled transition system defined inductively by inference rules of the form: “rule: if $B_1, B_2, \ldots, B_n$ then $C$”. A rule with no premises is an axiom. These rules are presented in Table 2.

We describe the semantics in terms of configurations. A configuration $\Delta \vdash P$ consists of a multiset $\Delta$ of process definitions, representing the execution environment, and a process $P$. The semantics are given by a timed-labelled transition system $(C, \mathcal{L}, \to)$ where $C$ is the set of configurations, $\mathcal{L}$ is the set of possible action labels described below, $\to \subseteq C \times \mathcal{L} \times C$ is the transition relation defined below, and $\mathcal{L} \subseteq \Delta \times \mathbb{R}^+ \times \mathcal{C}$ is the evolution relation defined in Table 2, where $\mathbb{R}^+$ denotes the set of positive reals including 0. We write $\Delta \vdash P \xrightarrow{\alpha} \Delta' \vdash P'$ for $(\Delta \vdash P, \alpha, \Delta' \vdash P') \in \to$, to mean that process $P$ in an environment $\Delta$ can become process $P'$ in an environment $\Delta'$ by performing action $\alpha$. Similarly, we write $\Delta \vdash P \xrightarrow{d} \Delta' \vdash P'$ for $(\Delta \vdash P, d, \Delta' \vdash P') \in \Rightarrow$, to mean that process $P$ in an environment $\Delta$ evolves into process $P'$ in an environment $\Delta'$ after an amount of time $d$. For brevity of notation we write $P \xrightarrow{\alpha} P'$ to mean that $\Delta \vdash P \xrightarrow{\alpha} \Delta' \vdash P'$ for any $\Delta$. Similarly, we write $P \xrightarrow{d} P'$ to mean that $\Delta \vdash P \xrightarrow{d} \Delta' \vdash P'$ for any $\Delta$.

Intuitively the transition relation is intended to capture the notion of instantaneous change of state while the evolution relation is intended to capture the passage of time.
\[
match(p, v, \sigma) \overset{df}{=} \begin{cases}
\sigma & \text{if } p = v \text{ and } v \in K \text{ or } p \in \text{dom}(\sigma) \\
\sigma \cup \{p \mapsto v\} & \text{if } p \in \mathcal{N} \text{ and } p \notin \text{dom}(\sigma) \\
\sigma_n & \text{if } p = (p_1, \ldots, p_n) \text{ and } v = (v_1, \ldots, v_n), \\
& \text{where } \forall i \in \{1, \ldots, n\}, \\
& \sigma_i \overset{df}{=} \match(p_i, v_i, \sigma_{i-1}) \\
\emptyset & \text{otherwise}
\end{cases}
\]

Figure 1. Pattern-value match

We denote \( \mathcal{V} \) for the set of possible values, which includes the booleans, the real numbers, strings, tuples of values and channels. We call \( \mathcal{K} \subseteq \mathcal{V} \) the set of constants including booleans, strings, numbers, and channels (but not tuples.) We assume there is a function eval : \( \mathcal{E} \rightarrow \mathcal{V} \), that evaluates an expression. We omit the details here due to lack of space.

We take the set of action labels \( \mathcal{L} \) to be the set of elements of the form \( \text{elv} \), \( \text{c?x} \), \( \tau \) or \( \sqrt{\cdot} \). An action \( \text{elv} \) represents a message \( v \) sent over a channel \( c \), with \( c \in \mathcal{N} \) any name and \( v \in \mathcal{V} \) any value. An action \( \text{c?x} \) represents the reception of a message through a channel \( c \), where \( x \in \mathcal{N} \). \( \tau \) is a special action used to denote an unobservable (internal) event and \( \sqrt{\cdot} \) denotes termination. For notational convenience we define a function act : \( \mathcal{A} \rightarrow \mathcal{L} \) associating syntactic actions with action labels as follows: \( \text{act}(\text{send } E \text{ to } u) \overset{df}{=} \text{u} \text{eval}(E) \) and \( \text{act}(\text{receive } x \text{ from } u) \overset{df}{=} u?x. \)

We need the following definitions. A name \( x \) is bound in \( P \) if \( P \) is a process definition and \( x \) is either a port, a parameter or the name of the process definition, or if \( P \) is a process of the form \( \text{channel } x \rightarrow P' \), \( \text{receive } x \text{ from } u \rightarrow P' \), \( A \) at \( x \rightarrow P' \), or let \( x = E \rightarrow P' \). A name substitution is a function \( \sigma : \mathcal{N} \rightarrow \mathcal{N} \). We write \( \{x_1 \mapsto y_1, \ldots, x_n \mapsto y_n\} \) for the substitution \( \sigma \) where \( \sigma(x_1) = y_1, \ldots, \sigma(x_n) = y_n \) and \( \sigma(z) = z \) for all \( z \notin \{x_1, \ldots, x_n\} \). The notion of substitution is extended to processes in the natural way taking care of avoiding capture. For full details see [10].

We write \( P\sigma \) for \( \sigma(P) \) denoting the process where all free occurrences of each \( x \in \text{dom}(\sigma) \) have been substituted by \( \sigma(x) \).

In order to define the semantics of pattern-matching we need the following definitions: a pattern is an expression that may have variables, a datum is an expression with no variables, and (general) substitution is a mapping \( \sigma : \mathcal{N} \rightarrow \mathcal{V} \). We call \( \mathcal{S} \) the set of substitutions. We now define a function \( \match : \mathcal{E} \times \mathcal{V} \times \mathcal{S} \rightarrow \mathcal{S} \) as shown in Figure 1.

The core rules defining the transition and evolution relations are given in Table 2.
The generator process has parameters specifying the delay between generated jobs (uniformly distributed over the interval \([g0, g1]\)) and the size of the generated jobs (also uniformly distributed over the interval \([s0, s1]\)) the number of jobs so far \(c\) and the current time \(t\). The generated jobs are tagged with an id, the time of creation and their size.

In this example we model a system consisting of a set of *nodes*, each of which has a number of *servers* that will perform tasks assigned to them. Each node receives job requests from the outside and assigns each of them to one of its servers. If all servers are busy, a node asks some other node for help, and if the other node has some idle server, it "moves" it to the requesting node. If job requests continue to arrive, all servers are busy and a neighbouring node cannot provide a spare server, then jobs are queued until some servers becomes free.

In order to distribute tasks and handle other nodes’ requests, a node has, in addition to its servers, a buffer for jobs, a job dispatcher and a "move-handler." Figure 4 shows the structure of a node. The specification for nodes is shown in Figure 5. A node has an input port, an output port, a port used to send requests to other nodes for help \(\text{ask}_k\) a port where such requests are received \(\text{move}_v\) and a port to link with the statistics manager. The parameters are the maximum time the node will wait before asking another node for help \(\text{busy}_t\), and the size of the buffer \(\text{bsize}\). Note that all servers share one link \(b\) with the dispatcher (and the move handler.) The dispatcher uses the \text{ask} link to send requests for servers to other nodes when required, and the move handler takes care of such requests coming from the move link.

Servers are shown in Figure 6. Each server has two ports:
one linking it to a dispatcher, and one output port. A server can be in one of two modes: idle or processing. When idle, a server waits for messages. Messages are either jobs or “move” requests. If a message arrives with a job, it changes to the processing mode. If a move request arrives, it comes with links to the requesting node’s dispatcher and output. In this case the server remains idle but becomes connected to the channels received. Since the only way to observe and interact with a process is through its ports, from the point of view of the dispatchers the server behaves as if it moved.

In processing mode, the server will remain busy, without accepting any messages for an amount of time associated with the task. When this time is due, the server sends a “done” message to the output port and returns to idle mode.

The specification of dispatchers is shown in Figure 7. Each dispatcher has a port to link to the queue, an output port, a “server link” to connect with all the servers, a port to send requests to other nodes (other), and one for linking with the statistics manager. Its parameters are the current time (time), and the maximum time before asking another node for help (busyt).

A dispatcher waits for jobs coming from the buffer, and when one arrives the dispatcher attempts to send it through the server link. If one of the servers gets the job, the dispatcher sends a message to the statistics manager and goes back to waiting for more jobs. If after a certain amount of time (busyt) none of the associated servers takes the job, it sends a request to some other node, passing along its server’s link and output channel. Once it has been taken, it sends the job to the server link again. At this point several things can happen: 1) the other node has a spare server which got the “move” message with the new links and so receives the job, 2) one of the busy servers in the requesting node becomes idle and accepts the job, or 3) all servers in both nodes are busy, in which case the dispatcher remains blocked (since the send is blocking) and new jobs are buffered. Once the job is taken, it sends a message to the statistics manager and goes back to waiting for more jobs.

Figure 8 shows the “move handler.” This is the component in charge of handling requests for free servers from other nodes. It has two ports: one where moving requests are expected from other nodes and one linking with the node’s servers (and dispatcher.) When it receives a request, together with the other node’s channels, it sends a “move” message through the server channel. If one server accepts the message it goes back to listening for requests. Otherwise it remains blocked until some server accepts the message, and therefore the requesting dispatcher remains blocked as well.

Finally Figure 9 shows a sample network consisting of a generator a statistics manager and two nodes connected.
process Dispatcher[queue, out, servers, other, stats](time, busyt):
receive message from queue at e1 ->
match message with
("job", id, t0, size) ->
let t1 = time + e1 in
timeout
send message to servers at e2 ->
let t2 = t1 + e2 in
send t2 - t0 to stats ->
Dispatcher[queue, out, servers, other, stats](t2, busyt)
after busyt ->
send ("req", servers, out) to other ->
send message to servers at e2 ->
let t2 = t1 + e2 + busyt in
send t2 - t0 to stats ->
Dispatcher[queue, out, servers, other, stats](t2, busyt)

Figure 7. Dispatcher

process MoveHandler[other, server_link]:
receive message from other ->
match message with
("req", other_disp, other_out) ->
send ("move", other_disp, other_out) to server_link ->
MoveHandler[other, server_link]

Figure 8. Move handler

6. Final remarks

We have introduced a process description language with an explicit notion of time and support for dynamic structural changes. While this language shares many characteristics with some existing process description languages such as CSP, CCS and the $\pi$-calculus, it differs from them in that, with respect to CCS and CSP, it supports mobility, and with respect to the $\pi$-calculus, it supports timed-systems. However the closeness with these languages means that we might be able to take advantage of the theoretical frameworks developed for them.

We have built a thread-based interpreter for this language and we are pursuing several lines of research: we are exploring the possibility of supporting full active-process migration, which may be more adequate in a distributed setting; we are investigating the relationships with other languages and formalisms; and we are working on an event-based simulator supporting both virtual and real-time simulation.

The implementation can be obtained at http://moncs.cs.mcgill.ca/people/eposse/projects/kiltera.
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