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Challenges

Motivation

Design-time  verification of smart cyber-physical Mixed-critical systems Monitoring
systems is often infeasible due to their complexity.

Monitoring techniques offer a run-time alternative for safety-crifical systems Internet-of-Things
verification. The architectural characteristics of smart » Fault tolerance »State-of-the-art
CPS raise the need for integrated techniques for monitor » Verification HW/SW
specification, deployment and execution of the » Constrained resources »Low reliability
monitoring logic.
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roaches ranging from design to execution.

» (Near) Real-time

Proposed solution

Event based semantics Query Reuse , Event processing
» Events capture interactions rather than internal state language language
» Nofion of causal partial order that reflects physical reality for events separated in space ' ‘
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Complex Event Processing (CEP)

» Predict high-level events likely to result from specific sets of low-level factors igure lModef changes Trigger A Configure

» ldentifies and analyzes cause-and-effect relationships among events in real fime ‘
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Semantic integration of
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Execution Model

QEA

pattern trainReachUnsafe(t: Train){
Train.nextGroup(t, ng);
Group.safe(ng, safe);
check(safe == false);

yor{
Train.currentlyOn(t, co);
Group.regions(g, co);

Semantics

allocated

0
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Unified
execution model

Train.nextGroup(t, ng);
PowerableGroup(ng);
find regionNeighbor(ng, nng);

Architecture/Plaiform modeling

:Gateway

l Automated generation of
deployment configuration

:Controller \\ﬁ‘
:Sensor

Monitor rule specification

complexEvent safetyAlert {
as(pressureHigh AND voltageHigh)
[holdsFor 1500]

@Deploy(controllerl)
atomicEvent pressureHigh {
as sensorl.pressure > 100 )
’ rule on safetyAlert {
atomicEvent voltageHigh { system.halt
as sensor2.voltage > 5.0 logErrorEvent

} }

Universiteit
Ddvid, Rath, Varrd: Foundations for Streaming Model Transformations by Complex Event Processing, International Journal on Software and Systems Modeling, 2016 eclipse.org/viatra u Antwerpen @
Rath, Horvath: loT supercharged: complex event processing for MQTT with Eclipse technologies, EclipseCon Europe 2015 wiki.eclipse.org/VIATRA/CEP S
Bergmann, DAvid, Hegedus, Horvath, Rath, Ujhelyi, Varrd: VIATRA3: A Reactive Model Transformation Platform, Theory and Practice of Model Transformations, 2015 lm



