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Abstract
This paper presents a new efficient approach for performing linearization of Simulink® models. It improves the efficiency of existing linearization algorithms using a Jacobian graph, a graph-based data structure that captures the linear relationship between input, output and state variables. The graph-based algorithm enables the use of graph transformations to reduce the size of the Jacobian data structure, thereby improving the efficiency of subsequent computations. This paper presents a heuristic implementation of the graph-based algorithm. Experimental results on a number of Simulink models of different sizes show how the approach is able to significantly improve computational efficiency and memory use especially in models with large numbers of blocks and states.

1. INTRODUCTION

In recent years, the value of computational models for embedded system design has rapidly increased, for example as the foundation for Model-Based Design (e.g., [1]). As a popular industry tool, Simulink® [2] provides a modeling environment for system design engineers to build complex, linear and nonlinear systems using hierarchical block diagrams. However, most of the analysis and design tools that a control engineer uses deal with linear systems. Linearization, that is, obtaining a linear system model for a block diagram model, is often an important step of a model-based analysis and design project. As such, obtaining an accurate linearized model is a crucial step for a successful design.

Simulink provides two sets of algorithms for linearizations: (i) perturbation algorithms and (ii) block-by-block analytic algorithms. With the perturbation algorithms, the linearized model is computed using a finite difference approximation of the Simulink model. With the analytic algorithm, each Simulink block in the model is linearized analytically (provided that such an analytic linearization exists) and stored as an intermediate result; the linearization of the model is obtained from the intermediate results using the chain rule of differentiation. The perturbation algorithm can require more computation time since it involves repeatedly computing the model output for perturbed input values. The block-by-block analytic algorithm is often favored over the perturbation method, and in most cases provides more accurate results. Though it is more efficient in computation time, the block-by-block analytic algorithm typically consumes significantly more memory. For large models, the computer that performs the linearization may run out of physical memory, even if sparse matrices and efficient algorithms for sparse matrices are used. This inefficiency can become severe if linearization is performed many times during a simulation, e.g., in trajectory sensitivity analysis [3].

The current matrix-based block-by-block analytic linearization algorithm can exhibit high memory consumption because it requires that all block inputs and outputs must be first accounted for and must be present in the intermediate results. This paper examines the block-by-block analytic linearization algorithm and proposes a new algorithm based on a newly introduced Jacobian graph as an intermediate data structure. The memory requirements of the existing algorithm are alleviated with the Jacobian graph and thus various optimizations can be realized by performing graph transformations on the Jacobian graph. A heuristic approach is applied to a number of Simulink models to illustrate the methodology. The experimental results show significant improvements in terms of memory usage. It is also shown that the additional computation time to perform the reduction step is often small. For large models, due to the reduced size of the matrices in the intermediate results, the computation effort needed for the subsequent steps is also reduced, resulting in less overall computation time.

The Jacobian graph is similar to the computation graph used in numerical analysis [4] and in algorithmic differentiation ([5], [6], [7]). The computational graph plays an important role in the optimization of Jacobian accumulation (e.g., [8], [9]). Graph-based algorithmic differentiation has been successfully applied in software packages [5]. The Jacobian graph introduced in this paper adapts the graph-based algorithmic differentiation methods for use in industrial strength block diagram modeling tools, such as Simulink.

This paper is organized as follows. Section 2. provides background information and discusses the existing block-by-block linearization algorithm implemented in Simulink. Section 3. introduces the concept of a Jacobian graph. Section 4. presents the main results and develops the graph-based algorithm for linearization of a Simulink model. Section 5. applies the algorithm to a number of Simulink models to illustrate the efficiency gains that can be achieved. Section 6. discusses
2. ANALYTIC LINEARIZATION IN SIMULINK

To simplify the discussion, this paper considers only the problem of linearizing continuous-time Simulink models. The discussion of linearization of discrete-time models is deferred to Section 6. For a block implementing a continuous differential equation:

\[
\begin{align*}
\dot{x} &= f(x, u) \\
y &= g(x, u)
\end{align*}
\]  

(1)

\(x\) is called the state variable, \(y\) is the output variable and \(u\) is the input variable of the block.

Suppose the functions \(f\) and \(g\) are both differentiable with respect to \(x\) and \(u\). The Jacobian of a block is given as the matrix

\[
\begin{bmatrix}
a & b \\
c & d
\end{bmatrix} = \begin{bmatrix}
\frac{\partial f}{\partial x} & \frac{\partial f}{\partial u} \\
\frac{\partial g}{\partial x} & \frac{\partial g}{\partial u}
\end{bmatrix}.
\]

(2)

Most Simulink blocks provide a Jacobian function that computes the Jacobian matrix of the block. Computing a linearized model in Simulink using a block-by-block analytic algorithm consists of two steps. First, the Jacobian function of each block is invoked to compute the analytic Jacobians of each block. Computing a linear-fractional transformation (LFT) [11].

The intermediate results also include a 0/1-valued matrix \(M\) that corresponds to the connection between blocks computed in the following way. A signal connecting the output variable \(y_{blk_2}\) and \(u_{blk_1}\) establishes the equivalence relations between the variables. For blocks connected directly, the relationship is \(u_{blk_1} = y_{blk_2}\). The Jacobian corresponding to the connection is thus \(I_{m \times m}\), where \(m\) is the length of vectors \(u_{blk_1}\) and \(y_{blk_2}\). If there are signal routing blocks involved in the connection, such as the Demux block and Selector blocks illustrated in Fig. 2, the connection must be computed from the logic implemented by the signal routing blocks.

Figure 1: Existing algorithm for computing intermediate result

\[
\begin{align*}
A_0 &= \begin{bmatrix} a_{blk_1} & \cdots & a_{blk_n} \end{bmatrix} \\
B_o &= \begin{bmatrix} b_{blk_1} & \cdots & b_{blk_n} \end{bmatrix} \\
C_o &= \begin{bmatrix} c_{blk_1} & \cdots & c_{blk_n} \end{bmatrix} \\
D_o &= \begin{bmatrix} d_{blk_1} & \cdots & d_{blk_n} \end{bmatrix}
\end{align*}
\]

The intermediate results include a 0/1-valued matrix \(M\) that corresponds to the connection between blocks computed in the following way. A signal connecting the output variable \(y_{blk_2}\) and \(u_{blk_1}\) establishes the equivalence relations between the variables. For blocks connected directly, the relationship is \(u_{blk_1} = y_{blk_2}\). The Jacobian corresponding to the connection is thus \(I_{m \times m}\), where \(m\) is the length of vectors \(u_{blk_1}\) and \(y_{blk_2}\). If there are signal routing blocks involved in the connection, such as the Demux block and Selector blocks illustrated in Fig. 2, the connection must be computed from the logic implemented by the signal routing blocks.

Figure 2: Simulink® supports routing signals using blocks such as Demux and Selector blocks

For two blocks \(blk_1\) and \(blk_2\), consider the connection between output of \(blk_2\) and input of \(blk_1\). Let \(y_{blk_1} \in \mathbb{R}^{m_{blk_1}}\) and \(u_{blk_2} \in \mathbb{R}^{m_{blk_2}}\)
be the output variable of \(blk_2\) and \(u_{blk_1} \in \mathbb{R}^{n_{blk_1}}\) be the input variable of \(blk_1\). Denote the elements of the variables as \(y_{i,blk_1}\) and \(u_{j,blk_2}\). We use \(blk_2 \rightarrow blk_1\) to denote the set of connected signal elements; and \(y_{j,blk_2} \rightarrow u_{i,blk_1}\) to denote the element-wise signal connections, if any. The Jacobian of the connection between the output of \(blk_2\) and the input \(blk_1\) is determined by

\[
\frac{\partial y_{i,blk_1}}{\partial u_{j,blk_2}} = M(\text{blk}_2 \rightarrow \text{blk}_1) \equiv \{m_{i,j}\}_{n_{blk_1} \times n_{blk_2}} \text{ where }
\]

\[
m_{i,j} = \begin{cases} 
0, & (y_{j,blk_2} \rightarrow u_{i,blk_1}) \notin (\text{blk}_2 \rightarrow \text{blk}_1) \\
1, & (y_{j,blk_2} \rightarrow u_{i,blk_1}) \in (\text{blk}_2 \rightarrow \text{blk}_1)
\end{cases} \tag{3}
\]

If there is no signal connecting the output \(blk_2\) with the input of \(blk_1\), \(M(\text{blk}_2 \rightarrow \text{blk}_1) = [0]_{n_{blk_1} \times n_{blk_2}}\).

The complete matrix \(M\) of the model is thus the aggregated results of the interconnection matrices of all blocks. Note that the connection between the input and output of a Simulink block can be nonzero as Simulink allows self-loops.

\[
M = \begin{bmatrix}
M(\text{blk}_1 \rightarrow \text{blk}_1) & M(\text{blk}_1 \rightarrow \text{blk}_2) & \cdots & M(\text{blk}_1 \rightarrow \text{blk}_n) \\
M(\text{blk}_2 \rightarrow \text{blk}_1) & M(\text{blk}_2 \rightarrow \text{blk}_2) & \cdots & M(\text{blk}_2 \rightarrow \text{blk}_n) \\
\vdots & \vdots & \ddots & \vdots \\
M(\text{blk}_n \rightarrow \text{blk}_1) & M(\text{blk}_n \rightarrow \text{blk}_2) & \cdots & M(\text{blk}_n \rightarrow \text{blk}_n)
\end{bmatrix}
\]

Once the intermediate results \(A_0, B_0, C_0, D_0, M\) are obtained, the linearization result is computed by performing LFT [11].

\[
A = \mathcal{F}(A_0, B_0, C_0, D_0, M) \equiv A_0 + B_0M(I - D_0M)^{-1}C_0.
\]

Note that we assume the matrix \((I - D_0M)^{-1}\) is invertible. In practice the Simulink software reports an error if the matrix is singular. For correctness of the results, refer to a standard text book on robust control such as [11].

### 3. JACOBIAN GRAPH

A Jacobian graph captures the linear relationship between input, output, and state variables in a graph-like manner.

**Definition 1 (Jacobian graph).** A Jacobian graph is defined by the tuple \(\mathcal{J} = (\mathcal{V}, \mathcal{E}, \mathcal{Y}, \mathcal{K})\) where

1. \((\mathcal{V}, \mathcal{E})\) is a directed graph, where \(\mathcal{V}\) is the set of vertices and \(\mathcal{E}\) is the set of edges, for \((\mathcal{V}_1, \mathcal{V}_2) \in \mathcal{E}\), we also write \(\mathcal{V}_1 \rightarrow \mathcal{V}_2\);
2. \(\mathcal{Y} = \mathcal{X} \cup \mathcal{Y}\) a set of variables, where \(\mathcal{X}\) is a set of state variables and \(\mathcal{Y}\) a set of algebraic variables. Each variable is one-to-one correspond with the vertices \(v_i \in \mathcal{V}\). We also write \(\mathcal{V}(v_i)\) as the variable corresponding to \(v_i\) and write \(\mathcal{V}(y)\) as the vertex corresponding to variable \(y\).

3. \(\mathcal{K}: \mathcal{E} \rightarrow \mathbb{R}^{m \times n}\) a function that assigns a real matrix to each edge. For \(\mathcal{K}(v_i, v_j) = K\), we write \(v_i \xrightarrow{K} v_j\) as a short-hand notation.

Note that the edges in the Jacobian graph are denoted by \(\rightarrow\) as they are distinguished from signal connections of input/output variables of Simulink blocks, denoted by \(\Rightarrow\). The Jacobian graph is a directed graph that may contain loops, including self loops. Repeated edges (i.e., two different edges with the same source and destination vertices) are not allowed in Jacobian graphs.

Fig. 3 shows the Jacobian graph for the continuous-time block given in Eqn (1). The vertices for state variables are shown in a circle shape. And vertices for algebraic variables are shown in rectangles. The state variable \(x\) has a self loop which is labeled with the state matrix \(A\). The input variable \(u\) and output variable \(y\) are algebraic variables. The edges \(x \xrightarrow{A} y\), \(u \xrightarrow{B} y\) and \(u \xrightarrow{D} x\) represent the corresponding submatrices in the block Jacobian.

![Figure 3: The Jacobian graph of a Simulink® continuous-time block](image_url)
The following theorem establishes the relationship between the Jacobian graph and the intermediate results used in the algorithm \texttt{linearize}.

\textbf{Theorem 1.} For a model consisting of an ordered set of interconnected blocks indexed by \{1,..,n\}, let \( U = \{u_{blk1},\ldots,u_{blkn}\} \) denote the input variables of the blocks, \( Y = \{y_{blk1},\ldots,y_{blkn}\} \) denote the output variables of the blocks, and \( X = \{x_{blk1},\ldots,x_{blkn}\} \) denote the state variables. Let \( J = (V,E,X\cup(U\cup Y),K) \) denote the Jacobian graph corresponding to the set of blocks. We use \( X, Y \) and \( U \) to denote the ordered vertices corresponding to \( X, Y \) and \( U \), respectively. Then

\[
\begin{align*}
A_o &= \text{sub}(J,X,X) \\
B_o &= \text{sub}(J,U,X) \\
C_o &= \text{sub}(J,X,Y) \\
D_o &= \text{sub}(J,U,Y) \\
M &= \text{sub}(J,Y,U)
\end{align*}
\]

\textbf{Proof.} The result follows from the definition of submatrices, the definition of the Jacobian graph for Simulink blocks (Fig 3) and the \texttt{linearize} algorithm (Fig. 1). \hfill \Box

\section{MAIN RESULT}

Figure 4 shows the pseudo-code to compute linearization of Simulink models using the Jacobian graph data structure. The algorithm first creates a Jacobian graph \( J \) for the given model using the procedure \texttt{generate_jacobian_graph} (Fig. 7). If no optimization is performed, the algorithm uses the intermediate results \( A_o, B_o, C_o, D_o \) and \( M \) to compute the linearized model. Theorem 1 establishes that algorithm \texttt{linearize} produces identical results as the algorithm \texttt{linearize} (Fig. 1). If graph transformation is performed, Jacobian graph \( J \) is transformed to produce \( J_f \). Then the submatrices \( A_o, B_o, C_o, D_o, M \) are used to compute the linearized model. The algorithm uses \texttt{vertex elimination} to reduce the size of the Jacobian graph \[5\]. The correctness of the algorithm is established by the properties of vertex eliminations \[12, 5\].

\begin{algorithm}
\textbf{Algorithm:} graph\textunderscore linearize  \\
\textbf{Input:} A Simulink model \( S \)  \\
\textbf{Output:} Model Jacobian \( A \)

\begin{algorithmic}
\STATE \( J = \text{generate_jacobian_graph}(S) \)
\IF {reduce_graph:}
\STATE \( J_f = J \)
\WHILE {true:}
\STATE \( v = \text{find_next_reducible_vertex}(J_f) \)
\IF {v is found:}
\STATE \( J_f = J_f \setminus v \)
\ELSE:
\STATE \text{break}
\ENDIF
\ENDWHILE
\STATE Compute the set of state vertices \( X \) and the set of algebraic vertices \( Y_f \) from \( J \)
\STATE \( A_v = \text{sub}(J,X,X) \)
\STATE \( B_v = \text{sub}(J,Y_f,X) \)
\STATE \( C_v = \text{sub}(J,X,Y_f) \)
\STATE \( D_v = \text{sub}(J,Y_f,Y_f) \)
\STATE \( M = \text{sub}(J,Y_f,U) \)
\STATE \( A = J(A_v,B_v,C_v,D_v,I_{ny \times ny}) \)
\ELSE:
\STATE Compute the set of state vertices \( X \), the block input vertices \( U \) and the output vertices \( Y_f \) from \( J \)
\STATE \( A_o = \text{sub}(J,X,X) \)
\STATE \( B_o = \text{sub}(J,Y_f,X) \)
\STATE \( C_o = \text{sub}(J,X,Y_f) \)
\STATE \( D_o = \text{sub}(J,Y_f,Y_f) \)
\STATE \( M = \text{sub}(J,Y_f,U) \)
\STATE \( A = J(A_o,B_o,C_o,D_o,M) \)
\ENDIF
\RETURN
\end{algorithmic}
\end{algorithm}

Figure 4: Linearization algorithm using Jacobian graph

In this paper the definition of vertex elimination is slightly modified to accommodate the case where the vertex is involved in an algebraic loop, \textit{i.e.}, a loop involving algebraic variables only.

\textbf{Definition 3 (Vertex Elimination).} For Jacobian graph \( J = (V,E,X,Var,K) \) and an algebraic variable \( y \) corresponding vertex \( v \), the reduced graph is defined as the reduction \( J_r = J \setminus v \) where \( J_r \) is the result of the algorithm \texttt{reduce_vertex} (Fig. 5).

In the algorithm \texttt{reduce_vertex}, the operation \( \setminus \) is the standard set difference operation \( A \setminus B = A \cap \overline{B} \). In the reduced graph \( J_r \), the vertex \( v \) is removed as well as the edges that connect to \( v \). For every pair of incoming and outgoing edge at \( v \), a new edge is created that bypasses \( v \). The function \( K' \) gives the updated \( K \) value for the newly created edges. Its value is defined as

\[
K'(v,K_e,K_f) = \begin{bmatrix} 0 & K_f \\ K_e & D_v \end{bmatrix} J
\]
The paper employs a heuristic for optimizing algebraic variables based on the Markowitz degree ([5]), which is defined as the multiple of the number of incoming and outgoing edges of a vertex in a digraph, excluding self-loops. A variable is eliminated if all of the following conditions are true.

1. Its corresponding variable is an algebraic variable.
2. Its Markowitz degree is less than the sum of the number of incoming and outgoing edges.

If the Markowitz degree of the vertex is less than the number of incoming and outgoing edges, it is provable that vertex elimination will decrease the number of edges. Thus the heuristic for graph transformation always results in a smaller Jacobian graph.

The pseudo-code to construct the model Jacobian graph is shown in Fig. 7. The construction of the Jacobian graph is implemented as a recursive algorithm that recurse on sub-systems. Compared to the algorithm linearize, which loops over all the blocks in a model, the recursive algorithm generate_jac_graph loops through the same set of blocks in a different order. For the given subsystem, the algorithm loops through the blocks in the subsystem. If a block is a sub-system, the procedure recursively calls itself to compute the Jacobian graph \( J_r \) of the subsystem. If a block is a primitive block, the procedure generates the atomic Jacobian subgraph for the block. Then it creates the edges that correspond to the input and output signal connections of that block.

![Figure 5: Algorithm to reduce a vertex](image)

\[
D_v = \begin{cases} 
0, & \text{there is no self loop at } v \\
K_v, & \mathcal{H}(v, v) = K_v 
\end{cases}
\]

Figure 6 illustrates the effects of eliminating a vertex \( v \).

![Figure 6: Vertex elimination](image)

The use of Jacobian graph and vertex elimination heuristics are illustrated in the following example using a simple Simulink model.

**Example 1.** Figure 8 shows a Simulink model (Figure 8a), the Jacobian graphs computed for the model (Fig. 8b) and the reduced Jacobian graph \( f_r \) (Fig 8c). The original Jacobian graph \( f \) has 16 vertices and 18 edges, whereas the reduced Jacobian graph \( f_r \) has 2 vertices and 3 edges. All the vertices corresponding to algebraic variables of the models are eliminated using the heuristics.

5. EXPERIMENTAL RESULTS

The graph-based algorithm to compute linearization is implemented in the Simulink software. The vertex-reduction heuristics is explored in a prototype implementation. It is used to linearize a number of Simulink models. The Simulink models used in this study span a wide range of scale and complexity. The tested models include small demo models with fewer than 10 blocks to relatively large-scale models with more than 10,000 blocks. The largest model used in this experiment is a Simulink model of the NASA HL-20 spacecraft.
automatic landing system [2]. We have also included two industry models to evaluate the impact of this work on sample industry applications. These models are available at MATLAB Central [14]. The experiments are all performed on a computer with Intel Xeon X5650 CPU at 2.67GHz and 24 GB memory running Debian Linux 6.

Table 1 and Table 2 show the experimental results. The graph size is measured in terms of numbers of edges and numbers of vertices, e.g., $V:12 \ E:15$ indicates that the Jacobian graph has 12 vertices and 15 edges. The experiment shows the reduction in terms of the size of the Jacobian graph, i.e., the total number of vertices and edges. We also compare the reduction of the memory usage of storing the intermediate results of the Jacobian computation algorithm. The intermediate results consist of the matrices $A_o$, $B_o$, $C_o$, $D_o$ and $M$ as well as other auxiliary data. The computation time measures the total computation time of linearization: including computing block Jacobians, constructing the Jacobian graph, reducing the Jacobian graph if graph transformation is performed, computing the intermediate results, and computing the linearization results using LFT.

In both small models and large models, the heuristic implemented in the algorithm results in a significant reduction of the size of the Jacobian graph. Reducing the size of the Jacobian graph leads to a reduction in the memory used for storing the intermediate results. The reduction of memory usage in the structure of intermediate results is less significant than the size reduction of the Jacobian graph. There are several reasons for this. First, the matrices used in the computation are stored as sparse matrices, where the memory used to store the Jacobian matrices depends not only on the number of submatrices and sizes of the submatrices, but also on the sparseness of the submatrices. And the sparseness of the matrices is not completely determined by their size. Second, the Jacobian structure also stores some auxiliary data for keeping track of the states and blocks being linearized. These data are not altered by the variable reduction heuristic and thus remains the same after the reduction. As a result, memory consumption in large-scale models is reduced by a larger percentage.

For small models listed in Table 1, the computation time of the Jacobians is often not measurable because the computation is very fast, and the overhead of performing the vertex elimination is often not detectable. For large models, the additional computation time involved in the reduction step is sometimes greater than the reduction of computation time involved in the later step, resulting in a slight increase of total computation time. For example, the experiment with asbSkyHogg model results in a 2.44% increase in the overall computation time. For relatively large-scale models, the vertex elimination saves a considerable amount of memory, and the computation time saved in the subsequent computation often outweighs the additional computation time required for the vertex elimination procedure. The combined effect is a reduced total computation time and reduced memory use. For example, the graph-based computation for the asbhl20 example model from Aerospace Blockset results in a 92.88% reduction in memory use and 34.36% reduction in total computation time for linearization.

This paper does not measure the complete memory consumption of MATLAB and Simulink to avoid including additional factors into the comparison, such as the memory used by the MATLAB desktop and the memory used by Simulink to render the block diagram. For the models used in the experiment, the measured memory use is much smaller than the complete memory footprint of MATLAB, but the memory used for linearization increases as the model complexity increases.

We also deliberately measured the computation time and memory only for the Jacobian accumulation step. Our observation is that Jacobian accumulation is frequently the most time-consuming for large-scale models [3]. There are other computation steps involved in linearizing a model, such as initializing the model [15]. This computational overhead is always necessary to perform block-by-block linearizations. However, if linearization is to be performed more than once, there are other ways to avoid some of the overhead. See [15] for more details.
<table>
<thead>
<tr>
<th>Model</th>
<th># of blocks</th>
<th>Without vertex elimination</th>
<th>With vertex elimination</th>
<th>Memory usage reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>bounce</td>
<td>8</td>
<td>V:12 E:15</td>
<td>J:2 E:4</td>
<td>-5.76%</td>
</tr>
<tr>
<td>vdp</td>
<td>13</td>
<td>V:21 E:26</td>
<td>J:4 E:6</td>
<td>-13.27%</td>
</tr>
<tr>
<td>fould</td>
<td>13</td>
<td>V:28 E:34</td>
<td>J:4 E:10</td>
<td>-12.76%</td>
</tr>
<tr>
<td>watertank</td>
<td>18</td>
<td>V:27 E:31</td>
<td>J:2 E:4</td>
<td>-17.64%</td>
</tr>
<tr>
<td>scdpwm</td>
<td>30</td>
<td>V:30 E:30</td>
<td>J:2 E:2</td>
<td>-15.92%</td>
</tr>
<tr>
<td>f14</td>
<td>75</td>
<td>V:103 E:124</td>
<td>J:16 E:36</td>
<td>-20.54%</td>
</tr>
</tbody>
</table>

Table 1: Computation results for Simulink demo models

<table>
<thead>
<tr>
<th>Model</th>
<th># of blocks</th>
<th>Without vertex elimination</th>
<th>With vertex elimination</th>
<th>Effects of vertex elimination</th>
<th>vertex reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>model1</td>
<td>1070</td>
<td>V:468 E:555</td>
<td>J:44E:90</td>
<td>-15.71%</td>
<td>0%</td>
</tr>
<tr>
<td>model2</td>
<td>2059</td>
<td>V:1479 E:1857</td>
<td>J:119 E:287</td>
<td>-94.15%</td>
<td>-4.35%</td>
</tr>
<tr>
<td>asbSkyHogg</td>
<td>2864</td>
<td>V:2581 E:3209</td>
<td>J:114 E:181</td>
<td>-69.20%</td>
<td>-2.44%</td>
</tr>
<tr>
<td>power_fivecells</td>
<td>4098</td>
<td>V:1651 E:1961</td>
<td>J:125 E:218</td>
<td>-28.84%</td>
<td>-8.2%</td>
</tr>
<tr>
<td>power_wind_LG</td>
<td>7878</td>
<td>V:7356 E:843</td>
<td>J:464 E:596</td>
<td>-94.73%</td>
<td>-1.85%</td>
</tr>
<tr>
<td>power_LF</td>
<td>8689</td>
<td>V:6815 E:8530</td>
<td>J:808 E:1748</td>
<td>-83.82%</td>
<td>-38.43%</td>
</tr>
<tr>
<td>network_29bus</td>
<td>10622</td>
<td>V:11403 E:15275</td>
<td>J:555 E:1298</td>
<td>-92.88%</td>
<td>-34.36%</td>
</tr>
</tbody>
</table>

Table 2: Computation results for large models

6. DISCUSSION

The existing block-by-block analytic linearization algorithm `linearize` was implemented using sparse matrices [10]. This paper presents a method that improves the efficiency of computation based on the Jacobian graph data structure. The graph-based algorithm is implemented in the Simulink software [2]. A number of implementation details are not discussed in this paper. These include, for example, the handling of linearization input/output point, the handling for datastore memory blocks, and the handling of referenced models. Refer to [2] for technical details on these topics. The vertex-reduction heuristics is explored in a prototype implementation.

This paper limits the vertex elimination algorithm to continuous-time systems. The method is trivially extensible to discrete-time models with single sampling rates. The method is not directly applicable to models with multiple sampling rates. For models with multiple discrete sampling rates, Simulink Control Design™ employs a sample-rate conversion approach. When multiple sampling rates exist in a model, a target sampling rate is given for the linearization algorithm. Blocks with a sampling rate different from the target rate are converted to an equivalent system with the target sampling rate. The algorithm converts blocks in every sampling rate repeatedly until it has converted all the sampling rates into the target sampling rate [10]. Since the sampling rate of the blocks has changed, the resulting model is not semantically identical to the original. Thus this method is not adopted in this paper. Another reason for not adopting the method is that it does not support some Simulink capabilities such as sample time offsets.

This paper focuses on the Jacobian accumulation problem and to simplify the necessary data structure, it is limited in its richness to address this purpose only. The data structure is not intended to capture simulation semantics of the Simulink model or other block diagram modeling languages and includes no specific information to this end. There are a number of publications that explore this direction (e.g., [16], [17], [18], and [19]). The relationship between the semantic graph and Jacobian graph remains to be explored.

7. SUMMARY

This paper introduces the notion of a Jacobian graph, together with a graph-based algorithm to compute the linearized system model for Simulink models. The graph-based approach for model Jacobian accumulation enables one to op-
timize the algorithm for memory usage and computation time without affecting the outcome. Experiments show that both memory use and computation time can be improved using a heuristic approach. The graph-based algorithm unlocks opportunities for future work on developing more efficient algorithms for linearization of Simulink models.
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